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FOREWORD 

This report has had classified material removed in order to 
make the information available on an unclassified, open 
publication basis, to any interested parties. This effort to 
declassify this report has been accomplished specifically to 
support the Department of Defense Nuclear Test Personnel Review 
(NTPR) Program. The objective is to facilitate studies of the 
low levels of radiation received by some individuals during the 
atmospheric nuclear test program by making as much information 
as possible available to all interested parties. 

The material which has been deleted is all currently 
classified as Restricted Data or formerly Restricted Data under 
the provision of the Atomic Energy Act of 1954, (as amended) ,or 
is National Security Information. 

This report has been reproduced directly from available 
copies of the original material. The locations from which 
material has been deleted is generally obvious by the spacings 
and "holes" in the text. Thus the context of the material 
deleted is identified to assist the reader in the determination 
of whether the deleted information is germane to his study. 

It is the belief of the individuals who have'participated 
in preparing this report by deleting the classified material 
and of the Defense Nuclear Agency that the report accurately 
portrays the contents of the original and that the deleted 
material is of little or no significance to studies into the 
amounts or types of radiation received by any individuals 
during the atmospheric nuclear test program. 
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GENERAL SHOT INFORMATION 

Shot I Shot 2 Shot 3 Shot 4 Shot 5 Shot 6 

DATE I March 27 March I 7 April 26 April 5 Moy 14 Moy 

CODE NAME 

( Unclossrfred ) i Bravo Romeo 

76:40 06:25 ’ 

LOCATION 

-- 

Bikmi, West of 

Chorlre ( Nomu) 
Bikini, Shot I 

on Reef 
; Croter 
I 

TYPE Lond Barge Land Barge Barge Barge 

‘HOLMES 8 NARVER N 170,617.17 N 170,635.05 N 100,i54.50 N l61,698.83 N 16 I ,424.43 N 147,750.OO 

i CooRDINATEs 
E 76.163.98 E 75,950.46 E l09,799.00 E I I6,800.27 E lt6,688,15 E 67,790.OO 

* APPROXIMATE 



Oceanographic-survey and water-sampling techniques were employed to evaluate the 
amount and distribution of the fallout received over extended areas adjacent to nuclear 
detonations of high yields. The project was established as a result of the fallout phenom- 
ena observed following Shot 1. The operational and technical details had to be hastily 
contrived so that they could be put into effect within the latter phases of Operation Castle. 
Specifically, the experimental studies reported herein were conducted in connection with 
Shots 5 and 6. 

Immediately following Shot 5, a fleet tug carrying improvised radiographic and oceano- 
graphic gear cruised the oceanic area downwind of Bikini Atoll, covering 800 miles in four 
days, taking samples of the water at the surface and to depths of 2,400 feet, and measuring 
gamma ray intensities above the sea surface and also just below the sea surface. Ccca- 
sionally the gamma intensity was measured to 80 meters depth also. Two samples of 
open-sea plankton were netted and found to be strongly radioactive. 

Following Shot 6, two tugs cruised downwind of Eniwetok Atoll taking surface water 
samples and measuring gamma intensity at each level; simultaneously, the area was sur- 
veyed by aircraft carrying sensitive gamma detectors. 

Two survey results recommend the continued use and perfection of the novel techniques. 
Analysis of data indicates that, for a surface water detonation of a high-yield weapon, 

an area of approximately 5,000 square miles can be covered by contamination at levels 
that would be hazardous to human life if the fallout had been deposited on a comparable 
land area; that is, over this area the total gamma ray dose accumulating during the first 
50 hours would be about 250 r at a height of 3 feet above a plane fallout catchment. 
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PREFACE 

This is a record of eqerimental data required following Shot 5 
Castle together with a careful xx-evaluation of its Significance. 

A preliminary report was put together under great pressure 

and Shot 6 of Operation 

just following Operation 
Castle (and circulated in limited numbers as ITR-935, May 1954). There had been no 
time for thorough consultation between the collaborating organizations; certain computa- 
tions were still not completed; in fact, the final calibration of gamma instruments had not 
been completed because the instruments themselves disappeared for several weeks in the 
course of transportation. 

The evaluation of the direct gamma measurements and oceanographic measurements 
was carried out at Scripps Institution of Oceanography; the analysis of water samples and 
their evaluation has been carri d out at U. S. Naval Radiological Defense ,Laboratory. 
Attempts have been made to integrate the effects at each institution. 

The authors wish to accord special acknowledgment to Feenan D. Jennings of Scripps 
Institution of Oceanography for his outstanding contributions during the cruise and in the 
analyses, and to John D. Isaacs and Roger R. Revelle of the same institution for their 
useful guidance during the planning phases prior to Shot 5. 

Appreciation is e.xpressed to R. L. Stetson and W. B. Lane, of U. S. Naval Radio- 
logical Defense Laboratory, who assisted in planning; to D. McDonald, U. S. Naval Radio- 
logical Defense Laboratory, who participated in the Shot 5 survey; and to many individuals 
of the NRDL and SIO staff who assisted in this study. Mrs. Suzanne Volkmann of the SIO 
staff has contributed extensively during the past year to the analyses and editing of the 
SIO contributions. 

The facilities and experience of the U. S. Bureau of Standards were made available 
to SIO for the calibration of the gamma devices. The authors are grateful to L. S. Taylor, 
Harold Wyckoff and S. W. Smith of that institution. 

Finally, the success of this experiment owes much to the assistance of many individuals 
of Joint Task Force Seven for providing equipment and a generous amount of personal time 
and good will. 
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This report is one of the reports presenting the results of the 34 projects participating 
in the Military Effects Tests Program of Operation Castle, which included six test deto- 
nations. For readers interested in other pertinent test information, reference is made 
to WT-934, “Summary Report of the Commander, Task Unit 13, Programs l-9,” Mili- 
tary Effects Program. This summary report includes the following information of pos- 
sible general interest: (1) an overall description of each detonation, including yield, 
height of burst, ground zero location, time of detonation, ambient atmospheric conditions 
at detonation, etc., for the six shots; (2) discussion of all project results; (3) a summary 
of each project, including objectives and results; and (4) a complete listing of all reports 
covering the Military Effects Tests Program. 
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Attempts were made during Operation Castle to study the fallout patterns from nuclear 
devices detonated at the surface over land and water. Most of the fallout from the nuclear 
devices was distributed over extended occ::.~: zrt 1s out5de the atolls on which the weapons 
were detor.ated. It was desired to de:ermir 1~‘ wil:35 the radiation levels would have been 
had the radioactive material from the tnrf devicl.:s fallen on extended land areas. 

Study of Shot 1 made cle’ar that observation of fallout on subsequent shots over larger 
areas was necessary. On Shot 5 alternative methods were attempted. The Division of 
Biology and Medicine (DRM) of the Atomic Energy Commission used airborne gamma de- 
tectors to measure activity on raft,s. Oceanographic surveys were mounted by the Scripps 
Institution of Oceanography (SIO) and Naval Radiological Defense Laboratory (NRDL) in- 
volving submerged counters and water sampling. Studies of these data showed need for 
modified techniques to give a faster synoptic survey for the remaining shot, Shot 6. This 
was done by limiting the observations to above-surface monitoring and surface-water 
sampling in conjunction with a synoptic aerial survey. 

1.1 OBJECTIVES 

The ultimate objective of the work described herein was to provide data for the deter- 
mination of the amount and distribution of fallout received by ocean areas surrounding 
the site of a surface nuclear detonation. This information is of particular interest when 
related to the gamma field intensities which would exist if the fallout were received by 
land areas. 

The initial objective of the work described under Project 2.7 was to evaluate the feasi- 
bility of using oceanographic surveys and sampling techniques as a means of providing 
radiological information. The specific objectives were to: (1) determine the distribution 
in ocean water of the major fallout downwind; (2) measure depth and rate of mixing of 
fallout; and (3) collect otherwise-unattainable specimens, technical data, and field ex- 
perience essential for the success of future operational planning and instrumentation. 

1.2 BACKGROUND 

This study was initiated by the Headquarters, Armed Forces Special Weapons Project’s 
(AFSWP) suggestion that water sampling and survey techniques could be used to estimate 
the fallout contours. The techniques adopted, following consultation between representa- 
tives of AFSWP, NRDL, and SIO, consisted of water sampling and surveys using sub- 
mergible radiation instruments at several depths. 

The method was based upon the existence well known by oceanographic measurements 
of a uniformly mixed surface-water layer. Such a layer presumably is created by the 



action of wind and, waves. There is evidence that mixing may be complete within 6 few 
hours to a depth, in this area, of 300 feet or more. The lower boundary of this mixed 
layer frequently appears as an abrupt drop in temperature. Mixing is thorough in the 
upper layers as evidenced by the remarkable uniformity of temperature between this 
boundary, called the thermocline, and the surface. 

It was expected therefore that the radioactive fallout would also become evenly dist+ 
buted throughout the mixing layer to an extent which might permit estimation of the amount 
of fallout by measurement of the radioactivity of oceanwater in the mixed layer. 

The portion of the above investigations orgnllized and performed under the direction 
of Task Unit 13, Program 2, was established as a separate joint SIO and NRDI, project, 
project 2.7. SIO has evaluated the direct gamma measurements. NRDI, has analyzed 
the water samples. In this report an attempt has been made to construct approximate 
fallout contours and calcuIate gamma field intensities on the basis of the data obtained 
by these two methods. 
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Chopfer 2 

For the survey following Shot 5, the ATF-75 (Sioux) was hurriedly fitted with hydrographic 
gear and with improvised radiation detectors cap:ible of being towed and lowered vertically 
to a depth of 250 feet into the sea. Between H + 6 hours and D + 4 days an 800-mile trav- 
erse of the suspected downwind area was made with sections taken near radii 30, 50, 100, 
150, and 200 miles. . HydrograpNc casts wer, a made at stations evidencing distinctly active 
water; water samples were taken to depths as great as 2,400 feet. Surface-water samples 
were collected frequently along the traverse while the skip was underway. 

The survey following Shot 6 included taking surface-water samples from the sea in the 
downwind area and readings on TlB survey instruments. During this survey, 120 water 
samples were taken by the crews of two Task Force ships and completed at 0530, 16 May, 
and consequently it presents a good synoptic picture. Coverage was out to approximately 
135 miles north of zero. A simultaneous aerial survey with gamma-detecting instruments 
was conducted by the New York Operations Office, AEC. 

2 .l RADIATION MEASUREMENTS 

The underwater radiation measurements for Shot 5 were made by sealed Geiger in- 
struments which were either towed or lowered to various depths at definite points in the 
area. In order to assure that a record was made of regions of intensity beyond the re- 
cording capacity of the submerged GM instruments, a rough monitoring device, termed 
the “pot” was suspended over the side of the ship to record these high intensities. The 
pot was a standard ionization-chamber-type radiac set fitted in a steel tank having a gas- 
keted lid. This steel tank was mounted on the grid floor of the hydrographer’s platform 
6 feet above the sea. Wire leads from the radiac set in the tank carried its output to a 
microammeter located on a part of the deck sheltered from the spray. The pot was set 
permanently on a scale of 0 to 50 mr/hr and was read every 5 to 20 minutes without re- 
setting its drift. This surface monitoring was continued throughout the radiation survey 
in a relative sense rather than indicative of absolute intensity of radiation; however, the 
readings are valuable. 

2.1.1 Instrumentation. The radiation measurements were made with three improvised 
underwater Geiger tube instruments. These were designated the Mark I, II, and HI; they 
were hurriedly assembled from the parts and materials available at the forward area; 
none but essential details were put into the construction. 

The Mark I was made by rewiring a standard Victoreen radiac Geiger counter so that 
it and all its appurtenances except the microammeter would fit into a cylinder. This 
cylinder was about 30 inches long and was made of seamless steel tubing having an out- 
side diameter of 4 inches and a wall thickuess of ‘/8 inch. One end of the tube was closed 
by brazing a disc to it, and the other end was fitted with a flange to which was fastened a 
gasketed cover. A piece of heavy-duty rubber-covered portable-tool “cord” about 200 
feet long connected the counter with its microammeter which was located in a sheltered 
spot on the deck. This cord also served as the towing cable for the Mark I. A pressure- 
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tight gland at the point tihere the cord entered the cylinder prevented water from rea&.ing 
the radiac instrument. The range of the radiac instrument could be set and its batteries 
turned on and off by manipulating a water-tight shaft that ran through another packing gland 
on the cylinder. 

The Mark II was designed for vertical casts; it was provided with a rope line to strength- 
en the meter cord. The instrument was unlike the Mark I in that its cylinder was made of 
standard 3-inch brass pipe; the Geiger tube had thick stainless steel walls and the Mark II 
circuit was provided with seven range settings. Since the Mark II maintained its calibra- 
tion surprisingly well and since its: polished brass shell made it easy to clean, it was fre- 
quently used as a temporary standard for checking the calibration of the other instruments. 
A line drawing of Mark II is included in Figure 2 .I. 

me Mark III was encased in a copper cylinder that had a diameter of about 4 inches 
and a wall thickness of ‘A6 inch. Its Counter Was a glass Geiger tube inside a brass pro- 
tecti ve shell. 

All three of these instruments were read on microammeters located on the deck and 
connected to the counters by long leads. The meters were located in reasonably sheltered 
positions on the deck and were encased in transparent plastic bags. No equipment was 

available for making continuous or automatic recordings of the readings. The meters were 
simply read at short intervals during the survey. 

Figure 2.1 is a line drawing giving sectional view of Mark II and sho~~vfng intern4 con- 

figuration and location of important parts. The Geiger tube itself had a heavy cylindrical 
me.tal wall and the thin beta window on the end was kept capped; it was located on the axis 
of the pressure cylinder. 

This Mark II instrument was constructed from components taken mostly from a radiac 
device of type AN/PDR-27C. The tube was Navy type 3S-1, a type having heavy metal 
walls. Its responses to calibration will be discussed in detail later. 

2.1.2 Calibration of Instruments. Efforts were made during the cruise and immedi- 
ately after it to collect all possible data needed for establishing the calibrations of the 
gamma instruments. 

Instruments were frequently intercalibrated at sea. 
The towed instruments were compared against the ship’s official radiac handsets at a 

few isolated intensity levels. 
The instruments were taken ashore at Site Elmer immediately following the cruise 

and calibrated throughout their full range of response against a point source of radium of 
known strength. 

Figures 2.2, 2.3, and 2.4 are the results of the calibration of the towed instruments 
at Site Elmer against radium. 

Figure 2.5 is the estimated response of Mark I instrument prior to the date when its 
Geiger tube went bad and had to be changed. This curve was derived from the more re- 
liable calibration of Mark II and from records of intercalibrations at sea before and after 
the tube was changed in Mark I. 

The preliminary calibrations relate only to the use of the instruments under certain 
limited circumstances, the use of the instruments in air, and the measurement of fairly 
hard radiations. The derivation of a comprehensive calibration pertaining to the use 
under the actual field conditions required considerable additional e.xperimentaI work and 
computation. The procedure used for establishment of this final realistic calibration is 
the subject of Appendix B. 

The net outcome of the later study is the conclusion that the appro.ximate gamma in- 
tcnsity under water and due to mixed fallout activity can be derived by applying to the 
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Figure 2.1 Internal configuration of towed gamma detector, Mark Il. 
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Figure 2.2 Mark I calibration from distant point source of radium, Site Elmer 
Rad-Safe compound, 10 May 1954. Microammeter: Weston 301, O-20pa. 

experimental field reading of hlark II the calibration curves given in Figure 2.3, but only 
after these latter values havebeen multiplied by a factor of 1.5; that is, after ordinates 
of the solid curves of Figure 2.3 have been displaced upward by multiplying them by the 
factor of 1.5. 

The Mark II instrument calibrated in this manner has been used as a standard for ab- 
solute intensity of radiation underwater throughout the cruise; all other instruments used 
during the trip have been in effect calibrated against the Mark II response. 

2.1.3 Measurements Made. About 1,000 radiation measurements were made in the 
survey following Shot 5. The majority of these measurements were from the Mark I, II, 
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and m instruments. Pot readings were taken concurrently and were used to fill the gaps 
in the Mark I, IJ, and III measurements. 

At three stations, 1, 2, and G (Figure 2.6), vertical casts were made electronically 
by lowering the Mark II instrument to a depth of 250 feet and recording its readings as 
a function of depth. In two instances, this instrument passed through the contaminated 
layers and into the uncontaminated water beneath, thereby giving the extent of the mixing 
directly. A trial showed the need for a 150-pouid weight attached to the Mark II to keep 
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Figure 2.3 Mark XI Calibrations. 

the hydro wire more nearly vertical. Depths were read on the meter wheel of the hydro 
wire. Unfortunately, the electrical wire was not long enough to follow the descent of 
activity to its ultimate depth. 

2.2 WATER SAMPLING 

Water samples were taken from both the surface and vertical casts in the survey after 
Shot 5. Only surface samples were taken after Shot 6. All samples were air-shipped to 
NRDL for analysis as quickly as possible after they were taken. For Shot 6, duplicate 
samples were taken everywhere; analyses were carried out both at NRDL and at NYOO, 
AEC . 

2 -2 .l Sampling Devices. Surface-water samples were taken from a bucket passed 
over the side while the ship was underway; either a plastic or glyptol lining was used in 
the bucket. 

Two kinds of sampling devices were used to take the water samples in the hydrographic 
casts. Standard new Nansen bottles were used at a minimum of four depths simultaneously. 
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Since the metal Nansen bottles were suspected of absorbing radioactive materials in sea 
water, samples were also taken with polyethylene bottles. Inert polyethylene plastic 
l-gallon bottles were filled with fresh water, 1 liter of which was squeezed out of each 
by compressing the sides of the bottle and then the bottle sealed with a stopper containing 
a breakable glass seal. After being clamped to the hydrographic wire, the plastic bottles 

0 
0 4 0 12 IS 20 24 20 52 36 40 44 48 52 34 

MICROAMPERES 

Figure 2.4 Mark III calibration from.distant point source of radium, Site Elmer 
Rad-Safe compound, 10 May 1954. Microammeter: Western Electric 
Mod D-167867, O-50pa. i 

were lowered to the sampling depth and then the seals were broken by dropping a mes- 
s enger . After allowing time deemed sufficient for filling, the bottle was raised to the 
surface. 

This ingenious trace-element sampling device was proposed for this cruise by John D. 
Isaacs who planned.the field cruise and located most of the essential hydrographic gear 
from accessible facilities. 

2.2.2 Samples Collected. Water samples were taken at 24 points along the ship’s 
track after Shot 5. Surface samples were taken at 15 points while the ship was under- 
way. Vertical hydrographic casts were made at the eight numbered stations as indicated 
in Figure 2.6. These samples were taken at the following wire depths. 

1 cast; 50, 100, 150, 200, 500, and 800 m 
4 casts: 25, 50, 100! 200, and 500 m 
4 casts: 25, 50, 100 
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Figure 2.5 Response of Mark I prior to 1900 hours on 8 May 1954. 
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These wire depths required substantial corrections because of the effect of currents 
causing large wire angles. 

Nansen water samples were divided and stored in glass pint citrate bottles. Following 
Shot 6, 120 surface-water samples were taken. 

2.3 SUPPLEMENTARY OCEANOGRAPHIC MEASUREMENTS 

Bathythermograms of the vertical temperature profile were made at 12 positions along 
the ship’s track to a depth of about 450 feet. In making these, the ship was stopped and 
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a 150-pound weight was attached to the bathythermograph (BT) to insure vertical descent 
so as to obtain reliable estimates of the depth of the thermocline. Four destroyers took 
additional bathythermograph readings. The resulting bathythermograms were used for 
additional knowledge of thcrmocline depth in the area. 

Usually, oceanographers attach to each water sampling tank (Nansen bottle) a pair of 
precision thermometers of peculiar design, that permits them to measure and to retain 
a record of that temperature which existed at the moment they were turned upside down. 
This upsetting or “reversing” is accomplished in situ by sliding weights or “messengers” 
down the cable so as to strike releasing triggers. One of these pair is “protected” from 
the hydrostatic water pressure by a thick glass shell; it therefore records only the sea 
temperature. The other thermometer is “unprotected,” that is, its bulb is exposed to 
the squeeze of the sea pressure and therefore the deviation of its reading from that of 
the protected thermometer records the in situ pressure and hence the depth. Tempera- 
tures can be read to i/iO,, degree centigrade, and depths to one meter or to about ‘/io per- 
cent at 1,000 meters depth by this traditional oceanographic procedure. 

Precise and well calibrated reversing thermometers took temperatures at each Nansen 
sampling point. Because there were no unprotected reversing thermometers available, 
no thermometric depth measurements could be made; so the depth of each water sample 
had to be computed by intercomparison with the bathythermograph measurements. 

Few very-deep casts were made because of this lack of unprotected reversing ther- 
mometers such as are normally relied upon for measuring depths in hydrographic opera- 
tions. 

2.4 PLANKTON SAMPLING 

Samples of zooplankton were recovered at two stations when a standard one-meter- 
diameter silk plankton net was lowered through the upper mixed water. One haul was 
made at night and the other in daylight. These samples were forwarded to SIO for ac- 
tivity analysis and examination of organisms. Some evidence of selective concentration 
was presented. These findings are presented in a separate paper. 

It was evident- even from simple gamma measurements made on deck-that zoo- 
plankton concentrate gamma activity of several orders of magnitude. Plankton taken 
from a water mass, whose activity is difficult to detect with crude instruments, appear 
very radioactive when the detector is brought near the sample bottle holding them. 
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Chapter 3 

me in situ radiation intensity measurements described in Chapter 2 and the laboratory 
measurements of the radioactivity of wat.er samples collected during the cruise afford 
two independent means for assessing the fallout. Water. analyses were undertaken by 
MDL; while the direct gamma measurements were evaluated at SIO with the aid of cali- 
bration data supplied by the U. S. Bureau of Standards for this purpose. 

The water analyses are to be discussed in Chapter 4, and in Chapter 5 results of both 
methods will be compared. This present chapter describes ,how the direct gamma meas- 
urements were resolved into a synoptic picture. 

3.1 PROBLEMS INVOLVED IN COMPUTING A SYNOPTIC FALLOUT PICTURE 

A great many individual readings can be accumulated when a ship tows a gamma de- 
tector through water contaminated by fallout material. But to reduce these readings to 
any form of synoptic picture requires the introduction of information or assumption con- 
cerning the behavior of the fallout material after it arrived at the water surface. A slow 
ship sees the activity only after several agents have been acting for many hours; the de- 
bris has been moving downward and moving laterally, and it has undergone radioactive 
decay. Before a picture of what might have existed at any given time can be reconstructed, 
the time of arrival of fallout must be established, and also the rates of dispersal and of 
decay. 

Fortunately, there is available from other sources enough information to make rough 
estimates of the progress of the activity in the sea; some of it comes from auxiliary meas- 
urements made during the cruise, some comes from other oceanographic and radiological 
sources. 

In this chapter, the raw field data will first be presented; then these will be converted 
to consistent units (mr/hr) by application of correction and calibration data. The local 
data will then be used to compute a local dose rate which might have existed at 3 feet ele- 
vation if the fallout had been caught on a hypothetical fixed plane at the elevation of mean 
sea level. All the local dose rates will be reduced to the rate at synoptic time H + 1, and 
also at H + 12, and finally these synoptic dosages will be displayed in contour maps. 

3.2 RAW MEASUREMENTS OF SURFACE GAMMA INTENSITY 

Figure 3.1 presents the running record of raw measurements made by towing the in- 
struments Mark I, Mark II, and Mark BS behind the ship. Readings of the microammeters 
were made as frequently as every 5 minutes during a large part of the cruise. Two or 
more instruments were towed simultaneously, whenever possible, so as to give warning 
of instrument failure and to provide data of correcting for instrument contamination. 

Stations are identified on this graph by numbers and by asterisks. It should be noticed 
that roughly 2 hours cruise time were expended at stations where the deep hydrographic 
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casts were made. A slow ship, therefore, cannot afford to undertake too many stations 
and must rely heavily on other means for covering large areas of the sea in a reasonable 
time. 

A gap in the measurements made by the towed instruments appears on the chart at 
about midnight of the first day; activity at that time became so concentrated that all of 
the towed instruments deflected off scale. Fortunately, during this period, the pot in- 
strument continued to indicate gamma intensity; nevertheless, its readings had to be ,cor- 
rected to eliminate a continuous drift error. 

Figure.3.2 gives the behavior of this ionization chamber type of gamma instrument 
(AN/PDR-TlB) which was supported about 6 feet outboard and about 6 feet over the sea, 
and was protected from spray by a pot-shaped, steel tank having ‘/l-inch thick walls. This 
instrument had been sealed inside its protective pot at about 1200 hours, 5 May; unfortu- 
nately, no provision had been made for the zero knob to be adjusted repeatedly to compen- 
sate for drift, and the drift had to be allowed to accumulate for many hours. 

The actual readings are indicated by circles on Figure 3.2, and a straight line extending 
back to the time the instrument was last ‘zeroed before its being sealed up is drawn to in- 
dicate what is believed to be the drift of the instrument’s zero. 

The net gamma dose-rate reading of the TlB instrument inside the pot after being cor- 
rected for drift is given by .the solid curve below. Beyond the time 1800 on 6 May, the 
drift unbalance is so large that no confidence at all can be placed in the readings. 

Measurements summarized by Figure 3.2 serve mainly to interpolate the measurement 
of surface activity through that period when the most intense peak value of the latter oc- 
curred. 

3.3 REDUCTION OF READINGS TO ROENTGENS PER HOUR IN SITU 

3.3.1 Correction for Instrument Contamination. The metal instruments collected 
measurable amounts of activity on their external surfaces while being towed through 
contaminated water. This was demonstrated by removing instruments, one at a time, 
from the sea and cleaning their surfaces with sand paper and with chemicals; the signals 
almost always dropped after these cleanings, giving evidence that part of the signal came 
from surface contamination. Figure 3.1 indicates where and when the instruments were 
cleaned and how much the signal decreased consequently. 

It can be safely assumed that the residual signal, immediately after a thorough clean- 
ing, was due solely to the activity in the sea. However, the law governing the rate at 
which an active contamination of this sort accumulates is not at present known, so that 
the contribution to the signal due to contamination can only be estimated except at the few 
points where an actual washing was carried out. It is likely that the rate of accumulation 
is a function of time and is also a function of concentration of active material. It is un- 
likely that the accumulation process is completely reversible, and it is unlikely that the 
surface contamination will wash away in clean water at a rate related in any simple way 
to that at which it has accumulated. No data was recognized as giving any lead to the na- 
ture of contamination buildup, so that a simple accumulation proportionality with the time 
of exposure was assumed. In Figure 3.1, the dashed curves are the results of subtracting 
from the raw measurements a contamination-produced signal which increased directly 
with time and which was independent of activity concentration in the sea. 

Alternative assumptions concerning the rate of surface contamination were later con- 
sidered and extensive computations made and the results then compared with the simple 
running correction shown in Figure 3.1. It was found numerical results were not greatly 
different when the correction was assumed to depend upon concentration also. 

3.3.2 Running Plot of Relative Gamma Intensity In Situ. Figure 3.3 is a plot of the 
relative gamma intensity in the surface water derived from the readings of the towed in- 
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struments after corrections were made for instrument Contamination in the manner just 
described and followed by application of the instrument calibration data discussed in 
Chapter 2 with reference to Figures 2.2 through 2.5. 

The relative local gamma intensity in milliroentgen per hour is plotted normal to the 
ship’s track as base line in Figure 3.3. This is the actual ship’s track; and it is the rel- 
ative local gamma intensity the ship intercepted. This is what was seen from the ship; 
it has little in common with the synoptic method of summarizing fallout. 

The values of the intensities which’ are shown g,raphically in Figure 3.3 are propor- 

tional to those tabulated in column 5 of Table 3.5, which will be discussed later. 

3.3.3 Computation of Absolute hlagnitude of In Situ Intensity. When instruments must 
be used to measure absolute gamma intensity inside a mass of water which contains radio- 
active sources emitting photons of several energies, an elaborate calibration procedure 
must be undertaken. A full calibration of hlark II has been made from data obtained in. 
the field, and data obtained by testing the instruments later against known radioactive 
sources, and from estimates of the spectral nature of the radioactive material in the 
fallout. Details of this calibration study have been put in Appendix C. 

with the aid of factors derived in Appendix B and the calibration curves of Figures 
2.2 through 2.5, the value of absolute gamma intensity in milliroentgens per hour has been 
computed corresponding to each field measurement, and these local in situ values are 
plotted’in Colunm 5 of Table 3.5. This quantity has been called $t and has the units of 
milliroentgens per hour. 

3.4 COMPUTATION OF SYNOPTIC PICTURE 

3.4.1 Vertical Extent of Activity. In preparation for computations of a synoptic pic- -- 
ture, an estimate of the extent of penetration of the activity into the sea at any given time 
will now be undertaken. Numerous bathythermograph measurements taken in the area 
establish that the thermocline lay at about 100 meters depth during this period. The tem- 
perature discontinuity at the thermocline indicates that the water had been recently stirred 
to this depth, presumably because of forces originating in the winds. Such mixing pre- 
sumably would force fallout material to progress downward ultimately to 100 meters 
even if the material had neutral buoyancy. 

There is considerable evidence that the upper layers of the sea mix to a state of homo- 
geneity, and it is known that transport by mixing becomes exceedingly small below the 
depth of the thermocline. However, the mechanism behind this surface mixing is still 
not well understood, and it has not been possible to predict the progress of mixing by 
oceanographic considerations alone. Fortunately, during this particular field operation, 
some actual measurements of the rate of penetration were acquired. These experimental 
data along with an estimate, made by NRDL, of the time at which fallout arrived at the 
sea surface permit. computation of the progress dow?lward of the contaminant. 

Table 3.1 illustrates some actual penetration measurements; it lists the readings from 
the Mark II instrument as it was lowered at Station Y - 1. Identical readings were made 
as the instrument was again raised slowly. The same data is plotted (at the left with cir- 
cled points) in Figure 3.4. It is believed that all the depths are accurate in Figure 3.4, 
except at those points indicated by crosses at the left and relating to a preliminary cast 
made by hand. On later casts a winch was used and a 150-pound weight was used to as- 
sure that the wire remained vertical. 

Figure 3.4 indicates an abrupt r? ,r:rease in activity at about 60 meters depth at Station 
Y - 1, and at the time the station IS occupied. 

Table 3.2 and the middle curve li Figure 3.4 summarize the results of lowering the 
hZark II instrument at Station Y - 2 three hours later. Both stations were roughly the 
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Table 3.1 Second Vertical C.H.C. Profile in Yankee Fallout 

station Y - 1 1600 ray 6, 1954 

Lat: l2“ 10'N Long: lbb"Ob' E 

Depth (meters)*** Microamperes R*ading In situ Int?nsity 
b&r) 

.- 

IQ&-c bucket l Il.0 
SUrfaCe** 23.5 1::; 

3.05 24.0 lb.8 

6%.:3.b go” 16.8 16.8 

z:t 23.5 23.5 16.5 lb.5 

2.: 23.5 
5418 z:; 

16.5 13.5 
13.9 

57.9 19.5 13.2 
61.0 18.0 12.0 
2: 12.5 16.0 10.5 

n:o 6.0 3:: 
75.0 2.1 
78.0 ;:: 2.1 
81.0 3.0 1.6 --.__ _. _ 

l G.H.C. on grilled floor of hydro bucket b ft above sea. 
ss G.H.C. just submerged in saa. 
.** 

i 
All depthi measured by meter wheel on hydro wire. 
The w vertical cast is & tabulated since depth neasurements 
are questionable. 

Irota : 

Resdiqs made after every 10 ft OP line paid out, ins'.nmsnt. "as 
allowed to adjust itself at each depth. 

Maximum depth 
Average intensity 
Decay factor 

Therefore at 3 feet elevation 
and 

= 2.44 

= 8.03 R/hr 
= 19.59 R/hr 

Table 3.2 Third Vertical G.M.C. Profile in Yankee Fallout 

station I - 2 lqoo Hay 6, 1954 

Lati llo 55.3' N long: lb&' 16.6' E 

Depth (meters)*** Microamperes (Resding) In situ Intensity 
(s&r) 

liydro bucket + 
Surface l * 179:; 

5 17.5 XL.7 

l Instrument on grid of hydra bucket about 6 f% above sea. 
.* Just submerged. 
l *. Depths read on meter wheel of hydra vire. 
l *** Instrument lying on ship’s contaminated deck; the ship'. hull 

ahielda saa radiation. 

Hsximum depth 
Average intensity 
At 3 It elevation 
Decay factor 

Therefore 812 = 16.87 r/hr 
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Table 3.3 Fourth Vertical C.H.C. Profile ire Yankee Fallout 

station Y - 6 2300 May 7, 19% 

Lat.: 120 30' N Long: 167' 35' E 

Depth (meters)*"* Microamperes (Reading) In Situ Intensity 
whr) 

Surface 
5 
10 

: 
40 

g 
70 
80 

1.6 
1.5 

Z 
1.6 
1.6 
1.6 
1.6 
1.6 
1.6 

Knd of rope and wire 

__--- -~. ._~~._ 

r Instrument just submerged. 
l !+* Depths on meter uheel of hydro wire. 

Msx.Mm depth 
Average Intensity 
At 3 feet elevation 
Decay factor 

Therefore 012 

= 5.2 

= 6.76 r/hr 

Table 3.4 Estimation of Time of Arrival of Fallout from 811 

Analysis of the Yinds for Shot 5 

Approtite Distance (miles) Heen Arrival Time (hours)* 

25 1.5 
2: 2.3 

l Weighted mew -rival the based upon estihatad duration of fallout 
(2 hours) and estinatid time of arrival. 
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same distance from ground zero, and presumably fallout arrived at both at about the 
same time. 

A slightly greater penetration is evident at this later time. 
Table 3.3 and the right hand curve on Figure 3.4 show the result of lowering the instru- 

ment to the full extent of the electric cable at a much later time at Station Y - 6. Here 
penetration had proceeded below 80 meters and uniform mixing above this depth was evi- 
dent. 

3.4.2 Conclusions Regarding Penetration Progress. From Figure 3.4 it is apparent 
that fairly uniform penetration to at least 80 meters was soon established, and the BT 
data indicates that ultimate penetration below 100 meters was highly unlikely. 

To illustrate what is believed to be the extent of penetration at any time, Figure 3.5 
was constructed by drawing a straight line between the estimated time of arrival (5 hours) 
at Stations Y - 1 and Y - 2 and the two experimental points, and continuing to the depth of 
the thermocline (100 meters). 

This estimate of downward progress is needed for computations and is, of course, only 
a rough estimate; but it can be pointed out that there is still other evidence indicating that 
it is not absurdly inaccurate. For example, the water analyses at Station Y - 3, which 
was occupied about 42 hours after detonation, indicates that mixing had attained the depth 
of 80 to 90 meters. This datum fits the graph of Figure 3.5 well enough. Nevertheless, 
the fact that time of arrival and fallout at any station is not well established experimentally 
makes it futile to attempt to perfect the penetration estimate any further. 

3.4.3 Computations of Total Local Fallout. From the knowledge of the vertical distri- 
bution of activity a process of summation leads to an estimate of how much activity might 
have been caught on a hypothetical plane fixed at mean sea level. From consideration of 
geometry, energy distribution, and scattering laws, a further estimate could be arrived 
at as to tihat radiant flux would have existed at an elevation 3 feet above the hypothetical 
catchment plane. 

Details of the mathematical and physical considerations leading to the derivation are 
discussed in detail in Appendix C , and Column 6 of Table 3.5 lists the numerical values 
of this local datum corresponding to each field measurement. 

3.4.4 Estimate of Radioactive Decay. The solid curve in Figure 3.6 is from an esti- 
mate of the progress of decay of radioactivity following Shot 5 supplied by NRDL for the 
purpose of making a synoptic report of these field findings; the dotted line shows, for 
graphical comparison, a decay proportional to time raised to the usual negative 1.2 ex- 
ponent. No measurements suitable for decay evaluation were made during Shot 5. The 
solid line between H + 1 and H + 3 hours is based on estimates made at NRDL from cal- 
culated gamma ionization decay curve, using fission product plus induced activities. The 
solid line after H + 3 hours is based on measurements made by NRDL from Shot 1, How 
Island gamma-time-intensity record and AN/PDR-39 readings. The justification for using 
Shot 1 data lies in the similarity of capture to fission ratios for the two shots. 

Figure 3.7 is a convenient curve for computing total dose and was derived by graphi- 
cally integrating Figure 3.6. The total dose accumulated between H + 1 hour and the time 
t (hours) since detonation is 

t 

D(t) = Ii f(t) dt = IiX (t) 

1 

where X(t) = abscissa of Figure 3.7 and, where I, is the dose rate at H + 1 hour, and 
where &f(t) expresses the instantaneous value of dose rate corresponding to the solid line 

35 
(Text continued on Page 46) 
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Figure 3.4 Mark II vertical radioactivity profiles, Shot 5. 
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Figure 3.5 Progress of vertical mixing. 
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TABLE 3.5 COMPUTATION OF DOSE RATE AND ACCUMULATED DOSE 3 FEET ABOVE A 
HYPOTHETICAL PLANE CATCHING THE FALLOUT FROM SHOT 5 

Column: 
1. Local time of reading (track time). 
2. Hours since Shot 5 (Co1 1 minus 0600/5/May). 
3. Hours since fallout arrival (derived from NRDL 

arrival data and based upon the corrected track). 
4. Depth of mixing Z in meters. 
5. Qt computed dose rate in situ at time t; this was 

derived from an average of the local pa readings 
(Figure 3.1) after these were first reduced to mr/hr 
roughly by applying the radium calibration curves 
(Figure 2.1 - Figure 2.4), then correcting for appar- 
ent instrument contamination, then multiplying by the 
factor 1.5 (Appendix B) so as to correct for use of the 
instruments when submerged in a 4 pi source of fall- 
out material. In mr/hr. 

Column: 
6. Bt computed instantaneous local dose rate at 3 

feet elevation in r/hr (8.2 X lOa) (Co1 4) (Co1 5) Appen- 
dix c. 

7. Decay coefficient to H + 12 hours (NRDL decay 
data). 

8. 81, computed local dose rate at 3 feet elevation 
at H + 12 (Co1 7) (Co1 6) in r/hr. 

9. 01 computed local dose rate at 3 feet elevation 
at H + 1 (22.7) (Co1 8) in r/hr. 

10. Fallout time of arrival, hours after Shot 5. 
11. Computational factor, the accumulated dose 

computed on the basis of 1 r/hr at time H + 1. (Based 
upon decay data from NRDL). 

12. Computed dose at 3 feet elevation accumulated 
between fallout arrival and H + 50 = (Co1 11) (Co1 9). 

Note: The numbers in all columns should be rounded off at two figures. 

1 2 3 4 5 6 7 8 9 10 l.l 12 

Track Hours 
Time Since 
And H 
Date Hour 

2300 17:Oo 
2315 17:15 
2330 17:30 
2350 17:50 
2400 18:OO 

Hours 
SinCO 

Fall- 
Out 

15:OO 35.2 Ll.7 3.36 1.35 
15:15 35.8 24.0 7.05 1.37 
15:30 36.4 60.0 17.90 1.39 
15:50 37.2 91.2 27.80 l.W 
16.00 37.6 83.4 25.70 1.42 

Depth 
of 

nmne 
(Heters) 

-- 

k Ot CooEZent - In IJ 3’ ;y, w”$ ;giout 
situ tinr to H*12 Rihr i(/hr Hours, 

(mr/hr) Since 
H Hour 

_____-.~--_-_- -------I --- 

4.56 103.7 2.0 
9*bb 2.0 
24.88 

zoo 

39.20 s9O:o 
2.0 
2.0 

36.49 806.0‘ 2.0 

ACCurcU- Accumulated 
lated Dose from 
DOSO Fallout to 
Factor HtSO Roentgen 

~_..___ -- 

1.86 193.00 
1.86 407.00 
1.86 
1.86 

l,Q%oO 
1,652&O 

1.86 L500.00 
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TABLE 3.5 CONTINUED 

1 2 3 4 5 6 7 6 9 10 11 I.2 

-61954 

ooo5. 18.05 
0015 18:15 
0030 18:30 
0050 18:5O 
0100 19:00 
Oll5 19:15 
0130 19:30 
0135 19:35 
0140 19:40 
0150 19:50 
0155 19:55 
0200 20:O0 
0205 20:05 
0210 2O:lO 
0230 2O:JO 
0300 21:00 
0315 21.15 
0330 a:30 
0355 21:55 
0400 22:cxl 
0415 22:15 
0430 22:?0 
0445 22:45 
3500 23:33 
0600 L4:OO 
0700 25:00 
0800 26:CXJ 
OR45 26:45 
0900 27:m 
0930 27:30 
0945 27:45 
lx)5 28:05 
1030 28:30 
lOsO 28:50 
1100 29:oO 
1130 29:30 
llso 29:50 

17.20 

18.20 

19.2o 

19.9 

20.6 
a.2 
21.8 
~2.6 

23.3 

24.0 

24.5 

37.8 
38.4 
39.0 
39.9 
40.5 
41.1 
41.7 
w.9 
42.1 
42.5 
42.7 
42.9 
43.1 
43.3 
44.1 
45.1 
45.6 
45.9 
46.6 
46.8 
47.2 
47.6 
48.0 
48.6 
50.0 
51.6 
52.8 
51,. 5 
54.9 
55.6 
56.0 
56.5 
57.0 
57.5 
57.7 
58.4 
58.9 

87.0 
85.5 
79.5 
84.5 
80.0 
70.0 
76.0 
70.0 
50.0 
41.8 

g:i 

29:7 
20.9 
15.2 
13.7 
11.4 
7.7 

z*; 
6:l 
5.6 
5.3 
4.1 
I, . 1 
4.1 

;:: 

::; 
3.4 

::; 
3.1 
2.5 
2.8 

27.00 
26.90 
25.40 
27.70 
26.60 
23.60 
26.00 
24.00 

tz 
l5h 
11.60 
9.34 
10.50 
7.56 
5.62 
5.13 
4.29 
2.94 
2.64 
2.59 
2.38 
2.20 
2.11 
1.68 
1.73 
1.78 
1.83 
1.58 
1.37 
1.61 
1.58 
1.40 

xi 
1:20 
1.35 

1.43 
1.44 
1.45 
1.47 
1.48 
1.50 
1.52 
1.53 
1.53 
1.54 
1.55 
1.55 
1.56 
1.57 
1.58 
1.61 
1.63 
1.65 
1.6? 
1.68 
1.70 
1.72 
1.74 
1.75 
1.83 
l.i?R 
1.93 
1.98 
2.00 
2.03 
2.05 
2.07 
2.09 
2.11 
2.12 
2.16 
2.19 

38.61 

;z; 
40:72 
39.37 
35.40 

;i*:z 
26:&7 
a.40 
24.03 
17.98 
u.57 
16.48 
Il.94 

i-$ 
7:08 
4.91 
4.44 
L.40 
4.09 
3.83 
3.69 
3.07 
3.25 

:*: 
3116 
2.78 
3.30 
3.27 
2.93 
3.27 
3.10 
2.59 
2.96 

876.0 
878.0 
835.0 

z$'! 
8o3:o 
806.0 
833.0 
578.0 
5ll.o 
545.0 
408.0 
331.0 
374.0 
271.0 
205.0 
190.0 
161.0 
111.0 
101.0 
loo.0 
93.0 
87.0 
83.7 
69.8 
73.8 
78.1 
82.2 
71.9 
63.2 
75.0 
74.4 
66.7 
74.4 
70.5 

;:; 

2.0 
2.0 
1.9 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.8 
1.9 
2.0 
2.1 
2.1 
2.2 
2.3 
2.3 
2.4 

::: 

::S 

::;: 
3.9 
4.0 
4.2 

::; 
4.6 
4.7 

1.86 
1.86 
1.90 
1.94 
1.94 
1.94 
1.94 
1.94 
1.94 
'.94 
1.94 
1.94 
1.94 
1.94 
1.94 
1.94 
1.90 
1.86 
1.83 
1.83 

"1.;; 
1:76 
1.74 
1.64 
1.5? 
1.51 
1.49 
1.47 
1.46 
1.45 
1.42 
1.39 
1.37 
1.35 
1.34 
1.33 

1,628~~ 
1,630.OO 
1,585.oO 
1,791.OO 
1,733.OO 
1,558.W 
1,563.OO 
1,615.OO 
1,120.OO 
992.00 

1,058.oO 
792.00 

$:Z 
526.00 
398.00 
361.00 
300.00 
263.00 
185.00 

:~% 
153:oo 
146.00 
115.00 
113.00 
118.00 
123.00 
106.00 
92.30 
109.00 
106.00 
92.70 
102.00 
95.10 
78.80 
89.50 



TABLE 3.5 CONTINUED 

1 2 3 4 5 6 7 8 9 10 ll 12 

.- 

1200 30:&I 25.2 59.2 
1230 30:30 60.6 
1300 31:co 62.0 
1315 31:15 62.6 
1330 31:30 63.2 
1345 31:45 63.6 
1350 31:P 63.7 
1400 32:00 27.3 64.1 
1411 32:ll 64.8 

STATION ]I - 1 

1600 
1615 
1625 
1630 
1640 
1645 
1650 
1658 
1700 
1715 
1720 
1730 
1740 
1745 
1750 
l8o0 
1805 

34:00 29.1 

33:::: 
34:30 
34140 
34:45 

;zi 

;::: 
30.0 

35f20 
35130 
35r40 
35r45 
35150 
36r00 30.9 
36:05 

68.2 
68.9 
69.2 
69.4 
69.8 
69.9 
70.2 
70.5 
70.6 
71.2 
71.4 
71.8 
72.2 
72.4 
72.5 
72.9 
73.2 

STATION T - 2 

2020 
2030 
2100 
2J..l5 
2130 
2140 
2150 
2200 

38:20 
38:30 
39:00 32.5 
39:15 
39:30 

32.7 

76.2 
76.3 

8X 
76:7 

c*: 
76:9 

2.5 
2.2 

to" 
5.9 

10.9 
9.5 
16.2 
19.0 

16.7 
41.5 
36.2 
46.0 
52.3 
47.1 
55.9 

6:: 
53.6 
59.0 
52.0 
40.6 

';"5*: 
24:o 
21.2 

20.5 
22.8 
16.7 
15.1 
14.7 
15.4 
15.8 
16.7 

1.22 
1.09 
1.02 
3.08 
3.05 
5.68 
4.96 
8.51 
10.10 

9.33 
23.40 
20.53 
26.20 

$:Z 
32.20 
31.40 
37.00 
31.30 
34.40 
30.60 
24.00 
23.80 
15.30 

2:: 

12.80 
14.30 
10.9 
9.35 

8:$ 
9.95 
10.50 

2.20 2.68 
2.22 2.42 
2.24 2.28 
2.26 6.9$ 
2.28 6.9s 
2.30 13.G 
2.31 11.46 
2.32 19.74 
2.33 23.53 

2.44 22.77 
2.45 57.33 
2.46 50.43 
2.46 64.4s 
2.46 
2.47 z*z 
2.47 79:53 
2.48 77.87 
2.48 91.76 
2.50 78.25 
2.51 86.34 
2.52 77.11 
2.53 60.72 
2.54 60.45 
2.55 39.02 

2.71 34.69 
2.72 38.90 
2.75 28.88 
2.76 25.81 
2.77 25.59 
2.78 26.88 
2.79 27.76 
2.80 29.40 

61.0 4.8 
55.1 4.7 
51.8 4.6 
158.2 4.6 
158.8 4.6 
298.0 4.7 
261.0 4.7 
449.0 4.7 
5?5.0 4.7 

517.0 
1304.0 
1147.0 
U67.0 
1673.0 
1518.0 
1809.0 
1770.0 
2085.0 
1781.0 
1965.0 
1753.0 

gt: 
88610 
832.0 
800.0 

4.9 
4.9 
4.9 
5.0 

::: 

::: 

::: 
5.0 

,':Y 
5.1 
5.1 

:::: 

789.0 
884.0 
657.0 

g:: 
612.0 
632.0 
668.0 

::2: 

66:: 
6.9 

;:2' 
7.3 

1.31 
1.33 
1.34 
1.34 
1.34 
1.33 
1.33 
1.33 
1.33 

1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 
1.30 

i:: 

i:: 
1.29 

1.23. 
1.19 
1.15 
l.u 

i:: 
1.10 
1.10 

79.80 
73.20 
69.5 
212.00 
2l3.00 
396.W 
347.00 
597.00 
711.00 

673.00 
1695.00 
u+90.00 
1905.00 

~:~ 
2350.00 
2300.00 
2710.00 
2310.00 

'2:iE 
l78O:OO 
1775.00 
lJlb2.00 

::;:z . 

954.00 
lQ50.00 

z*: 
652:OO 
679.00 
695.00 
735.00 
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TABLE 3.5 CONTINUED 

1 2 3 4 5 6 7 8 9 10 ll 12 

P- 
2210 
2215 
2230 
2245 
2305 
2315 
2330 
2345 
2400 

Hay 7 1954 

0015 
0030 
0045 
0100 
0115 
0130 
ol45 
0200 
0215 
0230 
0245 
0255 
0300 
0315 
0330 
0355 
0400 
0415 
0430 
0445 

0615 
0630 
0645 
0700 

40110 
LO;15 
ior30 
4or45 
41:05 
41r15 
41:30 
41:45 
42:CO 

42:15 
42:30 
42:45 
43:oo 
43:15 

z:i; 
44&o 
44:15 
44:30 
44:&5 
44:55 
45:oo 
45:15 
45:30 
45:55 
46:oO 
46:15 
46:30 
46:45 

32.8 

32.9 

33.1 

34.5 

35.7 

36.8 

;:: 
77.0 

R1' 
77.1 

,",:2' 
77.3 

77.4 
77.5 
77.6 
77.8 
78.7 
79.8 
80.0 
81.1 
81.8 
82.6 
83.4 
83.8 
84.0 
84.6 
85.2 
86.4 
86.6 
86.9 
87.3 
87.6 

STATION Y - 3 

48:15 
48:30 
48:45 91.7 
49:oo 92.2 

16.8 
15.8 

::YJ 
u.1 
13.1 
10.6 

;I,*: . 

5.9 
5.7 
4.9 
4.4 
4.4 
4.8 

i-i! 
5:s 

76:; 

;:; 
7.3 

7':: 
6.6 
6.0 
4.8 
5.3 

::', 

1:'; 

10.60 
9.96 

8:Z 
8.90 
8.28 
6.70 
4.75 
4.l2 

2.81 29.79 
2.82 28.09 
2.84 26.70 
2.86 26.37 
2.87 25.54 
2.89 23.93 
2.90 19.43 
2.92 13.87 
2.93 12.07 

678.0 7.4 
639.0 7.6 

544.0 8.4 
U2.0 8.6 
315.0 8.8 
,275.O 9.1 

:-z 
LO6 
1.06 
1.03 
1.02 
1.01 
.99 
.98 

ME 
F66:m,’ 
598:OO 
555.00 
447.00 
3l2.00 
269.00 

:*c 
3:12 
2.81 
2.84 

::g 
3.06 
3.88 
4.27 
5.12 
5.42 
5.30 
5.07 
4.96 
5.10 
4.83 
4.27 

;:ii 

2.95 
2.96 
2.98 
2.99 
3.00 
3.01 
3.02 
3.03 
3.05 

::z 

::: 
3.12 
3.13 

:*z 
3:1s 
3.19 
3.22 

11.06 
10.72 
9.30 
8.40 
8.52 
9.45 
9.51 
9.27 
11.83 
l3.11 
15.77 
16.75 
16.43 
15.82 
15.52 
16.12 
15.26 

x 
12127 

\ 

252.0 9.3 
244.0 9.5 
w.0 9.7 
191.0 9.9 
195.0 9.8 

:65*: . 9*7 9.6 
211.0 9.5 
270.0 9.5 
298.0 9.4 
359.0 9.4 
381.0 9.3 

367.0 9.2 
347.0 9.2 
309.0 9.3 
250.0 9.4 
279.0 9.5 

.97 
-96 
-95 
.94 
.94 
.95 
.95 

:S 
.96 
-96 
.97 
.97 
.97 
l ?7 
.97 
.97 

:,'% 
-96 

244.00 
234.00 
202.00 
179.00 
183.00 
204.00 
205.00 
203.co 

~~~'~ 
345:co 
370.00 
365.00 
349.00 
343.00 
356.00 
337.00 
300.00 

iii': . 

3.95 3.28 12.96 295.0 9.6 095 280.00 
3.88 3.31 12.84 292.0 9.7 -95 288.00 
3.31 3.33 11.02 251.0 9.7 l 95 239.00 
1.89 3.34 6.31 l.43.,5 9.8 l 94 135.00 

ii 
i 



TABLE 3.5 CONTINUED 

1 2 3 4 5 6 7 3 9 10 Ll 12 

--.__ 
0715 
0730 
0745 
0800 
0810, 
0820 
OS30 
OE45 
0900 
0915 
0930 
0945 
loo0 
1015 
1030 
1045 
uoo 
1115 
1130 
1200 
1230 

1505 
1530 
1820 
1830 
1840 

19?0 
1945 
2000 
2015 
2030 
2045 
2100 
2130 
2150 

49:15 
49:30 
49:45 

;I: 
50:20 
w:30 
50:45 
51:OO 
51:15 
51:30 
51:45 
52:00 
52:15 
52:30 
52:45 
53:OO 
53:15 
53:30 

39.8 

40.5 

41.1 

w.4 

42.6 

92.6 2.0 1.52 
93.0 2.0 1.52 
93.4 1.8 1.38 
9?.8 1.3 1.00 
94.0 1.2 0.925 
94.2 1.4 1.38 
94.5 1.6 1.24 
94.8 2.2 1.71 
95.2 2.0 1.56 
95.6 2.9 2.27 
96.0 2.5 1.97 
96.4 2.0 1.58 
96.8 1.5 1.19 
96.9 1.4 1.11 
97.1 1.3 1.04 
97.2 1.2 0.956 
97.4 1.0 0.798 
98.0 0.2 0.161 
98.6 0.2 0.162 
99.8 0.2 0.164 
100.0 0.2 0.164 

STATION T - 4 

57:05 45.4 100.0 
57:30 100.0 
60:20 100.0 
60:30 100.0 
60:40 100.0 

STATION X - 5 

61:30 100.0 
61:45 100.0 
62:CQ 48.1 100.0 
62:15 100 

100 
100 
100 
100 
100 

0.7 0.574 
0.8 0.656 
0.8 0.656 
2.2 1.80 
2.7 2.u 

1.2 
2.3 
2.4 
1.8 
2.2 
1.9 
1.5 

0.98 4.77 
1.88 4.80 
1.97 4.83 
1.48 4.86 
1.80 4.89 
1.56 4.93 
1.23 4.95 
1.23 4.99 
1.23 5.03 

3.37 
3.39 
3.42 
3.44 
3.46 
3.49 
3.51 
3.55 

:z . 
3.63 
3.65 
3.67 
3.70 
3.73 
3.76 
3.79 
3.82 

;:z 
3.93 

4.27 

:*i; 
4:65 
4.67 

5.12 
5.15 
4.72 

3% 
3.77 
4.35 
6.07 
5.58 
8.19 
7.15 
5.77 
4.37 

;:: 
3.59 
3.02 
0.62 
0.62 
0.64 
0.64 

116~5 9.9 
117.0 10.0 
107.5 10.1 
78.1 10.2 
72.6 10.2 
85.6 10.3 
98.8 10.3 
137.5 10.4 
126.5 10.5 
185.8 10.6 
162.2 10.7 
131.0 10.8 
99.0 10.9 
93.2 11.2 
88.0 11.4 
81.5 u.5 
68.6 u.6 
14.1 11.6 
14.1 11.5 
14.5 11.4 
u.5 11.5 

2.45 55.7 
2.85 64.8 
3.04 69.0 
8.37 190.3 
10.32 298.0 

4.70 
9.02 
9.52 
7.19 

9:g 

66:: 
6.19 

107.0 
205.0 
216.0 
162.0 
200.0 
175.0 
138.4 
U9.8 
l&O.8 

11.6 
11.8 

ii:2 
13.5 

13.7 
13.8 
13.9 

it::: 

.-94 
093 
.92 
.91 
.91 
.91 
.91 
.90 

:Z 
-90 

:z 
.87 
.86 
.86 
.85 
.85 
.86 
.86 
.86 

.85 

.84 

.79 

.78 

.78 

:Z 
.76 
.76 
.73 
.75 
.75 
.73 
.73 

110.00 
109.00 
99.00 

76i*$ 
77:90 
90.00 
124.00 
ll4.00 
167.00 
u6.00 
u7.00 
88.00 
81.00 
76.00 
70.0;) 
58.30 
12.10 
12.10 
12.50 
12.50 

47.30 

zz 
l&9.00 
232.00 

82.50 
156.00 
164.00 
l23.00 

~*~ 
m&O 
102.00 
103.00 



TABLE 3.5 CONTINUED 

1 

Hay 8‘1954 

zF5 
0045 
0100 
0115 
0130 
0145 
0200 
0230 
0400 
0500 
0530 
0600 
0630 
0645 
0700 

:;z 
0800 
0815 
0830 
0900 
0920 
0930 
0945 
1000 
1030 
110o 
U30 

::g 
1300 
1310 
1330 
1350 
I.400 
1420 

STATION Y - 6 

66:oo 51.4 

67:CQ 51.8 

68:00 52.3 

70:oo 53.6 
71:oo 54.2 

72:00 55.2 

73:oo 56.1 

74:oo 56.8 

75:@J 57.4 

76:oO 58.2. 

77:m 59.0 

7a:oo 59.8 

79:oo 60.6 

ao:oo 61.4 

4 

100 
100 
100 
100 
lo0 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 

:: 

_... 

5 6 7 8 9 10 11 12 

----- -- 

1.5 
1.8 
1.8 

::; 
1.5 
0.9 
0.9 
0.7 
0.6 
3.5 
0.4 
0.6 
0.7 
0.9 
0.9 
0.9 
1.6 
3.4 
2.3 
1.8 
1.5 

1':; 
3.1 
3.3 
2.1 
1.1 
0.8 
0.8 
0.7 
J.9 
0.9 
1.9 
2.6 
2.1 
1.8 

1.23 
1.48 
1.48 
2.38 
1.56 
1.23 
0.738 
0.738 
0.573 
0.492 
0.410 
0.328 
0.492 
0.573 
0.738 
0.738 
3.738 
1.31 
2.79 
1.88 
1.47 
1.23 
1.06 
1.56 
2.54 
2.70 
1.72 
o.uo3 
0.656 
0.656 
0.573 
a.738 

“L-z 
2113 
1.72 
1.47 

5.30 
5.33 
5.40 
5.43 
5.47 
5.51 
5.55 
5.58 
5.66 
5.80 
5.95 
6.02 
6.08 
6.14 
6.17 

E 
6.31 
6.34 
6.38 
6.41 
6.48 
6.51 
6.53 
6.56 
6.58 
6.65 
6.72 
6.80 
6.88 
6.93 
7.00 
7.03 
7.08 
7.12 
7.15 
7.19 

6.52 U8.3 

;:; :z 
l.2.93 294.0 
a.53 194.0 
6.78 154.3 
4.10 93.2 
4.12 93.6 

3.24 2.85 z*: 
2.44 55:5 
1.97 4L.8 
3.99 68.0 
3.52 80.0 
4.55 103.5 
4.58 104.2 
4.43 105.2 
a.27 188.0 
17.69 401.0 
11.99 272.0 

97% . 214.0 181.0 
6.90 157.0 
10.19 2:1.0 
16.66 37810 
17.77 403.0 
11.44 260.0 
6.07 138.0 
4.46 101.2 
4.51 102.3 
3.97 90.0 
5.17 U.7.2 
5.19 117.9 
ll.O& 251.0 
lS.li 3L4.0 
12.30 279.0 
10.57 uo.0 

u.6 
U.8 
15.0 
15.2 
15.3 
15;5 
15.6 
15.7 
15.9 
16.4 
16.8 
16.8 
16.8 
16.9 
16.9 
16.9 
17.0 
17.1 
17.2 
17.3 
17.4 
17.6 
17.6 
17.7 
17.8 
17.8 
17.9 
18.0 
18.1 
18.2 
18.3 
18.4 
18.4 
18.5 
18.6 
18.6 
18.6 

.73 

.73 

.72 

.71 

.71 

.71 

.70 

.70 

.70 

.67 

.66 

:Z 
.65 
.65 
.65 
.65 
.65 
.65 
.64 
.64 
.63 
.63 
.63 
.62 
.62 
.62 
.62 
.61 
.61 
.61 
.61 
.61 
.61 

:Z 
.6o 

108.00 
131.00 
131.00 
208.00 
l38.00 
ll.o.OO 
65.30 
65.60 
51.50 
43.4 
36.60 
29.60 
44.90 
52.00 
67.30 
67.80 
68.50 
122.00 
261.00 
174.00 
137.00 
l.u.00 
99.00 
l45.00 
234.00 
250.00 
161.00 
85.50 
61.70 
62.50 
55.00 
71.50 
71.80 

;z': 
167:00 
u4.00 
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TABLE 3.5 CONTINUED 

1 L 3 4 

STATION Y - 7 

1535 
1600 
1615 
1630 
1700 
1730 
l&IO 
1615 
1830 
1900 
lG30 
2cQO 
2015 
2030 
2045 
2100 
2115 
a30 
2U5 
2200 
Z2iG 
2230 
2245 
2300 
2315 
2330 
J?45 
2400 

Hay 9 19% 

0015 
0030 
0100 
0115 
0130 
0145 
0200 
0215 
0230 
0245 
03300 
0330 
0345 

82:00 63.8 

83:OQ 65.2 

84:0O 66.8 

85:OO 68.4 

86:OO 70.1 

87:oO 72.0 

88:oo 74.5 

89:OQ 77.0 

9o:OO 

91:o0 

9z:OO 

93:OO 

79.0 

In.2 

.83.4 

85.0 

100 
100 
100 
100 
100 
100 
100 

l': 
200 
100 
loo 

:: 
100 
loo 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 

100 
100 
100 
100 
100 
100' 
100 
100 
100 
100 
100 
loo 
100 

5 

1.2 0.985 7.35 
1.1 0.902 7.40 
1.5 1.23 7.42 
1.4 1.15 7.u 
1.0 0.820 7.47 
0.7 0.573 7.56 
0.6 0.492 7.65 
0.9 0.738 7.71 
0.7 0.573 7.76 
0.6 O.L92 7.86 
0.9 0.738 7.92 
0.8 0.656 7.98 
9.8 0.6% 8.03 
0.6 0.492 8.07 
0.5 0.4lo 8.12 
0.6 0.L92 8.16 
0.6 0.492 p.18 
1.2 0.Q85 R.ZO 
1.2 0.985 8.22 
1.6 1.31 R.23 
1.8 1.L7 H.26 
1.7 1.29 r,.31 
2.0 1.64 a.35 
2.0 1.64 8.38 
2.0 1.64 8.43 
1.3 1.07 8.47 
1.5 1.23 8.51 
2.1 1.72 0.55 

2.6 
2.6 
4.2 
4.6 
4.2 
4.6 

::; 
5.6 
3.6 
2.7 
1.2 
1.3 

2.13 A.60 18.32 w7.0 
2.13 8.64 18.40 418.0 
3.44 8.72 30.00 682.0 
3.77 8.77 33.06 752.0 
3.44 8.Rl 30.31 689.0 
3.77 8.86 31.40 759.0 
4.26 P.90 37.91 861.0 
4.59 8.93 40.99 932.0 
4.59 8.95 41.08 934.0 
2.95 8.98 26.49 602.0 
2.21 9.00 19.89 452.0 
0.M 3.09 R.95 394.0 
1.07 9.lJ4 9.78 430.0 

-- 
6 7 8 

--~ _-._ __ 

7.a 
6.67 
9.13 
8.56 
6.U 
4.33 

'5% 
4:45 
3.87 
5.84 
5.23 

3% 
3.j3 
d.0'1 
4.02 
8.08 
8.09 
10.78 
12.14 
ll.55 
13.69 
13.74 
13.82 
9.06 
10.47 
14.71 

9 10 
-__ 

164.2 18.4 
151.5 18.2 
207.0 18.1 
194.2 18.0 
139.0 17.8 
98.5 17.5 
85.5 17.2 
129.0 17.0 
101.3 16.9 
88.0 16.6 
132.5 16.3 
119.0 15.9 
119.5 15.7 
90.3 15.5 
75.7 15.2 
91.2 15.0 
91.4 I&.6 
lA2,5 l.4.2 
184.0 I.308 
245.0 13.5 
276.0 11.2 
262.0 ti.7 
311.0 ii.4 
312.0 12.0 
3l4.0 11.7 
206.0 11.5 
238.0 11.2 
334.0 11.0 

10.7 
10.4 

;:; 

;:'o 
8.7 
8.5 
8.3 
8.2 
8.0 
7.5 
7.2 

11 

.61 

.61 

.61 

.62 

.62 

.63 

.65 

.65 

.65 

.67 

.67 

.7O 

.7o 

.71 

.71 

.72 

.73 

::: 
.78 
.79 
.81 
.82 

:s"; 
.86 
.87 
.88 

1: 
l 94 
.96 

:Z 
1.00 
1.01 
1.03 
1.03 
1.05 
1.09 
1.10 

12 

000.00 
92.50 
126.00 
uO.00 
86.00 
62.00 
55.50 
83.80 
65.80 
59.00 
88.80 
83.30 

Z2':o" 
53:so 
65.70 
66.60 

:07*: 
191:oo 
218.00 
212.00 
255.00 
262.00 
267.00 
177.30 
207.00 
294.00 

375.00 
376.00 
640.00 

%$$ 
74&J 
861.00 
942.00 
962.00 
6a.00 
475.00 
430.00 
L73.00 



TABLE 3.5 CONTINUED 

1 2 3 4 5 6 7 
-.- ..-._ --- -___ 

0400 94100 87.0 loo 1.5 1.23 9.18 
0430 
0500 
0515 
0530 
0545 
0600 
0615 
0625 
0645 

0700 
0730 
0745 
0800 
a20 
0830 
OR45 
0900 
0715 
0945 
moo 
1030 
1100 
1130 
1145 
1200 
1215 
1230 
1245 
13Oo 
1330 
uoo 
1420 
u3o 

z 

95100 R9.0 

96:GO 90.9 

97:oo 92.8 

98:00 94.8 

99:oo 

lO0:0O 

101:00 

102:oo 

103:oo 

104rcm 

96.6 

97.6 

98.4 

99.1 

99.6 

100.0 

lo0 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
loo 
100 
100 
100 
100 
100 
lo0 
100 
100 
100 
100 
100 
lo0 
100 
100 
100 
100 
100 

STATION Y - 8 

1645 100 
1650 100 
1700 107:oo 102.4 100 
1715 100 
1730 100 
1800 108:00 104.0 100 
1900 109:oo 106.0 100 
1915 100 
1935 100 

2.1 
2.8 
3.9 
4.1 
4.4 
5.6 
7.0 
7.2 

;:: 
4.2 
2.7 
2.1 
1.2 
1.1 
1.5 
1.5 
1.2 
1.2 
0.9 
0.7 
0.6 
0.5 
0.6 
0.6 
0.5 
0.6 
0.6 
0.9 
1.0 
1.2 
2.9 

::9' 
4.8 

2:; 

3:: 
1.2 
1.1 
1.0 
1.8 
0.3 

1.72 9.24 
2.30 9.30 
3.20 9.34 
3~36 9.37 
3.60 Q.40 
4.59 Y.43 
5.73 9.46 
5.90 9.48 
4.92 9.53 
6.22 9.56 
3.41 9.63 
2.21 9.68 
1.72 9.72 
a.985 9.76 
0.902 5.79 
1.23 9.83 
1.23 9.R6 
0.985 9.39 
3.985 9.97 
0.738 10.00 
0.573 10.04 
0.492 lO.OR 
0.410 10.12 
0.492 10.U 
0.492 10.16 
0.410 10.18 
0.492 10.20 
0.492 10.22 
0.738 10.24 
0.820 10.28 
0.985 10.32 
2.38 IO.35 
4.18 10.36 
4.83 10.37 
3.93 10.39 

4.18 10.54 
4.92 10.55 
4.83 10.56 
2.46 10.58 
0.985 10.60 
0.9C2 10.64 
0.820 10.72 
1.48 
0.~6 

8 9 10 ll u 

l-l.25 
15.Bs 
21.39 
29.89 
31.48 
33.84 
43.28 
54.21 
55.93 
46.m 
59.46 
33.13 
21.39 
16.72 

9.61 

8.83 
12.09 
ii!.13 
9.74 
9.e2 
7.38 
5.75 
4.96 
4.15 
4.99 
5.00 
L.17 

5.02 
5.03 
7.56 
8.43 
10.17 
a.63 
43.30 
50.09 
40.83 

257.0 
361.0 
486.0 

%:: 
768.0 
985.0 
1232.0 
1270.0 
1068.0 
13 53.b 
752.0 
486.0 
ytO.0 
218.0 
201.0 
275.0 
3'6.0 
Xl.0 
223.0 
167.8 
130.7 
112.8 
94.5 
u3.5 
113.7 
94.8 
ll4.0 
u.3 
169.7 
191.8 
231.0 
559.0 
985.0 
1140.0 
928.0 

44.06 lOO.$.O 
51.91 1180.0 
51.00 ll60.0 
26.03 591.0 
10.44 237.0 
9.60 218.0 
8.79 199.7 

7.0 

::: 
5.8 
5.6 

::I 
4.9 
4.7 
4.4 
L(. L 
2.7 

;:i 
3.0 
2.8 
2.6 
2 . 
2.44 
2.4 
2.4 
2.5 
2.6 
2.7 
2.8 

3':: 
3.2 

il:l 
3.7 
4.0 
4.2 
4.3 
4.4 
4. 6 

l.SO 
1.15 
1.20 
1.22 
1.23 
1.26 
1.29 
1.30 
1.33 
1.37 
1.39 
1.47 
1.51 
1.53 
1.59 
1.64 
1.68 
1.74 
1.74 
l.74 
1.74 
1.71 
1.68 

1.66 
1.Q 
1.61 
1.59 
1.53 
1.52 
1.51 
1.47 
1.42 
1.39 
1.38 
1.37 
1.34 

283.00 
w5.00 
584.00 
830.00 

g:ZZ 
1270.00 
1602.00 
1690.00 
U62.00 
1880.00 
x05.00 
734.00 
582.00 
347.00 
330.00 
462.00 

Z:Z 
389.00 
292.00 
223.00 
189.00 
157.00 
222.00 
L83.00 
151.00 
175.00 
17r+.00 
256.00 
282.00 
328.00 
776.00 
l36o.o0 
1560.00 
1242.00 

4.6 1.34 1348.00 
4.6 1.34 
4.6 

158o.cq 
1.34 1555.00 

4.4 1.37 810.00 
4.3 1.38 327.00 
I, .o 1.42 310.00 

_ 
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in Figure 3.6 (if a simple decay proportional to t e’s2 had been used as shown in the dotted 
line in Figure 3.6 then Iif would amount to simply Itt-*.2). 

Figure 3.7 is used only for calculating the dose accumulating between the time of ar- 
rival and H + 50 hours. This dose is, if time-of arrival is tA, 

60 50 

$ 
tA 

I1 f (t) dt = Ii 
/ 

f (t) dt - It 
s 

f (t) dt = Ii x(50) - x(tA) 1 
tA 1 1 

Thus, the desired accumulated dose can be obtained by subtracting two abscissas of 
Figure 3.7. 

From Figure 3.6 a computational coefficient, summarizing the effect of decay after 
H + 12 hours, has been taken and entered in Column 7 of Table 3.5 opposite each meas- 
urement. 

3.4.5 Local Dose at 3 Feet Elevation at the Synoptic Time H + 12 Hours. Column 8 
is the result of multiplying Column 7 and Column 6, that is, reducing the data of Column 6 
to the synoptic time H + 12 hours. 

3.4.6 Local Dose at 3 Feet Elevation at the Synoptic Time H + 1 Hour. Column 9 is 
the result of reducing the local-data to another synoptic time, H + 1 hour; this was done 
by multiplying Column 8 by the common decay factor 22.7. The solid curve of Figure 3.6 
shows that fallout at H + 1 hour has 22.7 times the activity present at H + 12 hours. 

3.4.7 Effect of Time of Arrival and of Ocean Currents on Synoptic Presentation. 
Figure 3.8 and Table 3.4 are derived from an estimate supplied by NRDL of the time when 
fallout arrived at the sea surface as a function of distance from the point of detonation. 
Figures 3.9 and 3.10 summarize what is known about currents in this area. 

For simplicity, the assumption was taken of a constant mean current from east to west, 
and the fallout time of arrival function of Figure 3.8 was utilized; the ship’s track was 
displaced so as to present a hypothetical track indicating where the ship should have 
found the fallout if the water were stationary; that is, the locus of fallout on a hypotheti- 
cal, firm catchment plane. 

Unfortunately, local ocean currents had not been studied in detail by anyone during the 
immediate period, so an unknown amount of distortion is introduced here into the final 
fallout picture. Nevertheless, the fallout area is large, and there is evidence that the 
chosen velocity and direction are good representative values for the area as a whole. 

The ship’s track thus displaced so as to indicate where fallout would have been found 
on dry land, is shown as a solid line in Figure 2.5. 

3.4.8 Plot.ting Fallout Contours of Iso--Dose-Rate. Along this “dry-land” 
distributed the measured radiation intensities given in Column 8 of Table 3.5; 
intensity at 3 feet elevation and H + 12 hours. Finally, contour lines showing 
rate were linked to the similar numbers. 

track were 
that is, the 
iso-dose- 

in 

These contour lines are in Figure 3.11. 
The contours are identified by letters and the numerical values of dose rate are listed 
Table 3.6. Area inside of each contour is given. The same contour map applies to 
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Figure 3.8 Estimated time of arrival 
winds for Shot 5. (US~HIIL data. ) 

of fallout from an analysis of the 
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Figure 3.9 Ocean current yectors from Japanese hydrographic 
investigations, 1933-1941. April-September. 
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Figure 3.10 Ocean current buoy drift data, October-November 1952 
and February-April 1954. 
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Table 3.6 Isa-dose Rnte' Contours at 3 Foot Elevation 

Contour No. 

- ____~ --- ~. 

Area Dose Rate (F@t) 
(Sq. Miles) AtH + 12 Hrs. AtH+lhr.= 

22.7 x H + 12 

-- 

A 45 80 1820 

B 450 60 1360 

c l,lqO 40 910 

D 3,070 20 450 

E 6,320 10 230 

P 10,m 5 L25 

G 17,850 1 25 
-.-- .-- _ .~ -._ ..- -- 

Table 3.7 Total Dose from Fallout Arrival Until H + 50 Hours 
--.-____ ---.- __~.___. 

Contour No. Area Total Dose in R 
(Sq. Hiles) (Shown in Figure Itself) 

Innermost 32 2500 

210 2000 

610 1500 

1,400 1000 

3,OOC 500 

4,900 250 

9,350 100 

outermost L&350 50 
. 

--..__ -_ 
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estimates of dose rates at all times, so that the intensities for each area at H + 1 hour 
also are listed in Table 3.6. 

3.4.9 Plotting Fallout Contours of Total Dose. Additional considerations enter into 
the construction of a contour map relating to total dosage. Time of arrival enters in a 
different manner. Exposure period covers only the period after the time of arrival to the 
arbitrary time of H + 50 hours. 

This exposure period numerically is the difference between 50 hours and the arrival 
time listed in Column 10 of Table 3.5. 

Now, for calculation of total exposure dose it is necessary to sum the intensities for 
all hours between fallout arrival and 50 hours. For convenience in this task, Figure 3.7 
has been drafted so as to indicate accumulated dose when the dose rate at 1 hour is 1 roe& 
gen per hour. This figure together with Columns 9 and 10 of Table 3.5 provides what is 
needed for computing total dosages along the dry-land track. 

These dosage numbers were distributed along the track and connected as contours 
shown in Figure 3.12. Table 3.7 summarizes the total dose accumulated inside the con- 
tours. 
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Chapter .4 

ANALYSIS OFCONTAI!'!'~'~ATE~' SEA WARI?' 

In the previous chapter fallout dose and dose-rate contours for Shot 5 were calculated from 
direct measurements of gamma activity in the sea. Jn this chapter dose rates are calcu- 
lated for a limited number of points at which samples of contaminated sea water were col- 
lected and analyzed. 

Generally, the data used here are independent of those in Chapter 3, and comparison 
of results from the two sets of data provide a valuable basis for judging their reliability. 
In addition, a considerable number of samples of surface sea water collected following 
Shot 6 have been analyzed and dose rates calculated. Contours were drawn, and the frac- 
tions of the weapons appearing in fallout were estimated for Shots 5 and 6. Due in large 
part to the extremely short time in which this prcject was planned, executed, and samples 
analyzed, sufficient supporting data were not obtained to permit accurate calculations to 
be made.. Nevertheless, a Comprehensive treatment of the data has been given in order 
to enable the reader to judge the limitations of the data as well as to outline for’future 
planning the manner in which more accurate results may be obtained. 

As in Chapter 3, dose rate is calculated as though all the fallout had fallen upon a 
fixed plane at mean sea level and remained undisturbed thereon. The fallout was, in fact, 
both mixed with the sea water to a variable depth and transported by current action to the 
location at which it was sampled. For each point in the contaminated plane for which 
data were obtained the dose rate was calculated for 3 feet above the plane by the method 
of Gates and Eisenhauer (Reference 1). This method considers a source uniformly distrib- 
uted upon an infinite plane. Although the actual source is not uniformly distributed, it was 

’ After Chapter 4 was completed some additional data became available which relate to the com- 

putation of gamma dose rate and fraction of device in local fallout. Revised values of the latter 

have been reported (Reference 12). - 
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assumed to be so in the calculation. The total dose rate d at a height 3 feet above a tini_ 
formly contaminated infinite plane is given by: 

Where: di = 

ni = 

i=m 
d= c ni di (4.1) 

i=l 

dose rate in Mev min-lcrn-a at height, x above an infinite plane emitting 
photons of initial energy, Ei isotropically at ths rate of 1 photon min’*cm-2. 

number of photons min-*cm-2 of initial energy, Ei. 

The dose rate, di is defined by: 

Where: Ei = 

h(Ei) = 

ti = 

x = 

Pi = 

Bi(ti) = 

Yi = 

de = Ei h Pi) I eds ds Bi(ti) 
1 2 s 

ti 

(4.2j 

initial photon energy. 

“true” linear absorption coefficient for air or fractional energy loss per 
unit path length. 

/Jix 

3 feet 

total linear absorption coefficient for photons of energy Ei. 
1 

- 
1 - Yi 

= buildup factor or ratio of dose from aJ1 photons to that from un- 
scattered photons. 

fraction of dose from source energy Ei , delivered by scattered photons; 
yi is obtained from Curve A, Figure 20, Reference 1. 

The value of the exponential integral may be found in prepared mathematical tables 
(let s = ti). Values of pi and h(Et) are compiled in Reference 1. Ei was taken as the mean 
energy of the i th finite energy interval in the experimentally determined spectrum 
(Reference 2). The actual caIcuIations were carried out as described below. . 

Let R = gamma energy emission rate per unit area of the plane source in units 
of Mev min-‘cm-2. 

A= gamma activity per unit area of the plane source in units of counts 
min-‘cm-*. 

I = gamma activity per unit area of the plane source measured in a gamma 
ionization detector whose response at various energies is known in 
arbitrary units of mv cmm2. 

dr = dose rate at 3 feet from a reference source for which R = 1 Mev min%m-‘. 
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Dose rate, d, is calculated from Equations 4.1 and 4.2. For any point at which the gamma 

energy emission rate is R: 

d = drR (4.3) 

Since R cannot be calculated directly from the experimental data, d was obtained as 
follows: 

(4.4) 

Values for R/I were obtained from values of R and I calculated for an arbitrary number 
of gamma photons. The experimentally determined gamma spectra for Shots 5 and 6 
and known response of the ionization detector to various gamma photon energies were 
used. I/A was determined experimentally with actual water samples2 . . A was calcu- 
lated’from the measured activity of water samples. 

Values of d thus obtained were plotted for the geographical coordinates at which 
fallout was received and dose rate contours were drawn3 Further details of the cal- 
culations are given in the following sections and illustrative calculations are provided. 

4.1 SAMPLE ANALYSIS 

The gamma activity of all sea water samples received was determined in general 
by counting 15-ml aliquots in a gamma scintillation counter (UDR-9) through approxi- 
mately 1600 mg Al cm- 2. The UDR-9 counter was equipped with a 1*/2 inch by */z inch 
NaI crystal detector. The overall efficiency of the instrument was estimated to be 5 to 
8 percent for the sample geometry used. In some cases samples of low activity from 
Shot 6 were counted in a NaI crystal well counter. By counting samples in both instru- 
ments the ratio of counts in the crystal well to those from the UDR-9 was found to be 
5 12. All counting data were converted to UDR-9 counts and expressed as counts per 
minute at H + 218 hours for Shot 5 and H + 171 hours for Shot 6. The results are shown 
in Tables 4.1 and 4.2. 

In the case of Shot 5 samples, decay corrections from time of counting to H + 218 
hours were made by use of an experimentally determined decay curve. Shot 6 samples 
were received and analyzed in two separate shipments. Unfortunately from the time of 
analysis of the first group of samples to the time of analysis of the second group 12 or 
13 days later, no decay data were recorded. It was necessary, therefore, to use a cal- 
culated decay curve based upon disintegrations per minute from a mixture of fission 
product and induced activities shown in Figure 4.1. The relative amounts of fission 
product and induced activities were consistent with the capture. to fission ratio deter- 

2 Use was made of the gamma ionization detector since its response per gamma 
photon was better known as a function of photon energy than was the response of the 
gamma counters used. In principle, a similar calibration of the gamma counter would 

have permitted its use and obviated use of the gamma ionization instrument. 
’ If the fallout had been received by an actual land surface the dose rates would be 

decreased by the “ roughness factor”, and probably slightly increased by scattering 
from beneath the source.’ Neither correction has been applied. See also Section 4.7, 
Footnote*. 
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TABLE 4.1 RADIOACTIVITY IN WATER BAMPLE2 FROM 8801 6 

S-PW Date-nmr Depth* Polyethylene Snaplamplsr Data NacaenltaxnphrDsta 
Porltlon Barnpled 

-~----_ _.. __ _---__-_ 
EnlW&Ok 

vo)ume Date-Time Corrected Volume Lk' The Corfected Cl 

ormuu 
Counted Cout~for CL -d Counmfodor 

IS-ml rliquuott lb-ml 9ltquott --- -.- 

meter, sl PDT c/m ml PDT c/m c/m/ml 

11’ 12’ N b/b 1030 0 3540 lb 09bl Bac&round -- - l 

166' 01.9 g 41 3590 lb 0959 B%ckrouad 366 lb 1204 Backgrowl 

94 - - - 366 15 1208 Background 

141 - - - 396 15 1212 Background 
236 - - - 386 15 1150 Lta~tvud 

410 - - 365 lb 1201 Et=)w==d 
152 - - - 325 lb 1216 Backgromd 

-__^-__ - --~ 

12' 10' N 5/b 1436 0 4300 14 0954 4250 136 15 1421 Il.800 610 

166’ 00’ E 22 3900 lb 0929 5840 126 lb 1426 7.66S 

(smuoa 1) 42 3190 lb 1002 5650 116 lb 154b 10.460 
72 4300 14 1000 490 200 lb 1422 ?,loO 
110 - - - 126 1s 1550 10.620 

12' 05' N 1651) 0 2316 14 1120 9400 -- - b20 
166’ 06.5 L 

12’ 00’ N 

166’ 13’ s 

1731 0 3550 14 1122 8630 - - - bTb 

11’ 55.2’ N 1640 0 4300 14 0957 4330 356 lb 1420 3.220 2% 
166’ 19.6' E 22 4300 14 1322 4220 I 20 1106 2.230 
(stattm2) U 4300 14 1316 3960 9 20 1047 1.920 

61 4300 14 1316 220 9 20 0946 166 
152 4300 14 0950 300 8 20 1034 27 
434 - - - 5 20 1022 Baclrgtound 

11' 61’ N 

167’ 04.1’ E 

12’ 19.4’ N 

166’ 67.2’ P 

(stailon 2) 

13' 12' N 
166' 40' E 
(station 4) 

12' 00.3' N 
lb'?' 00.2.E 

12' 49' N 
167. 20' E 

(mtf-6) 

12' 30' N 
147' 35' E 
@(atIon 9) 

b/1 0130 0 4300 14 1321 82 - 6 

0500 0 

2-4 

U 
60 
115 

4300 
4220 
4300 
4302 

- - 
13 1251 1900 
13 1603 1960 
13 1306 1600 

13 1246 126 

abb 
9 

I 
8 

I 

1300 0 2650 13 1346 b3 366 
22 4300 14 0924 610 2 

31 43w 14 1106 70 9 

52 4300 14 0640 216 I 

IS 4300 13 1307 30 I 

1bOT 0 3950 14 1110 

14 1117 
14 0936 
14 1006 
14 0930 
14 0935 

14 1114 
14 1526 
14 1350 
14 1100 
14 0936 
- 

SW 

1640 0 
24 
43 
70 
101 

222i 0 
19 
33 
52 
61 
328 

2316 
4300 

4300 

4300 

4300 

3645 
4300 
4300 
4300 
4300 
- 

280 

910 
310 

915 
216 

520 

880 
530 
490 
450 
- 

lb 1422 

20 094b 

20 1000 
20 1061 

20 1011 

15 1146 
20 0952 
20 0954 
20 0942 
20 11Ob 

396 lb 1162 
I 20 1030 
I 20 102b 
I 20 1017 
I 20 1110 

386 lb llbb 
366 15 1116 
3bb lb 1116 
395 lb 1140 
366 lb 1052 
Sbb 15 1143 

2.040 102 

666 
SOS 

l.ObO 
40 

se 
110 
la 
12b 
a2 

10 

206 

294 

SOS 

lbb 
1bS 

S8¶ 
402 
4w 
3S2 
SW 
so 

20 

a4 

at 
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TABLE 4.1 CONTINUED 
.- -- . .- 

nta-nme Depth* Polyethylene Snsp Sunpler Date Nrnsen Sa~plar Data ____~_ .-.__ - -.-_-- 
Sunpled Volume Dnte-Time c0rrectr.i v01ums Date-Time Corrected 
Edretok counted counts for Counted Count# for 
or MEa 16-d allquot t 15-d &quott ~--- - 

meters 

0 

ml 

4.900 

PDT 

12. 05.5' N 
1668' 00.5' E 

11' a2' N 
166. 06' E 

12' 45' N 
166' 10.1' E 

12' 45' N 
166. 16'E 

la' U.5' N 
166 21' E 

12'43' N 
156' 25' E 

s/a 0410 

0605 

0900 

1066 

1166 

1200 

x350 

1us 

14 1346 

o/m 
25 

ml 

- 

PDT 

- 

0 4065 15 0942 1590 - - 

0 4145 15 0946 560 - 

0 a900 15 0954 1890 - 

0 4200 13 1510 SSO - 

0 5700 1s 1522 150 - 

12' 56' N 
166' 21.5' E 

0 as20 13 1517 940 - 

12. 59.5' N 
166. 26.6' E 

ml= 7) 

0 
21 
39 
59 
100 
547 

4.300 

ww 
4230 
4300 
4300 

1.l 1552 MO SBS 16 1107 
14 0946 BSO 385 15 1112 
1s 1525 UO aB5 15 1146 
13 1454 640 305 15 1137 
13 1343 50 a65 15 1123 
- - a65 15 1127 

o/m 
- 

- 

- 

- 

- 

- 

- 

505 

4565 

570 

a55 

w 
24l 

Cl 

o/m/PI 

a 

110 

sl 

110 

aa 

10 

6s 

51 

la 1551 - - 12' 18' N 
165. a9.5' E 

la* 06' N 
165' 10.5' E 

12' 02.5' N 
165' 44' E 

12' 01' N 
165' 16' E 

11. 52' N 
165' a4' E 
(tmtlon 6) 

s/s 0200 0 4300 - a10 

- 7) 

- a06 

- 51 

4.910 a90 
5.280 
4.300 
a.270 
6lS 
43 

1100 ' o400 0 a520 13 1520 - - 

0600 0 4SOO 14 1363 - - 

0 uw 
islo 

1525 0 4300 
21 4300 
39 4300 
63 4300 
110 reducedto 950 
a59 - 

la 1400 T50 

4400 

5550 
6400 
690 
170 
- 

a55 15 1417 
5 20 1049 
5 20 1055 
5 20 1104 
5 20 1050 
5 20 1101 

15 1244 
14 lS29 
la 1402 
1s 1459 
13 1341 
- 
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TIME AFTER OLTONATION IMIN) 

Figure 4.1 Calculated decay (d/m) for Shot 6 fallout. 

mined for Shot 6. The method of calculation is described elsewhere (Reference 3). 
Two experimentally determined decay curves covering short time periods fitted 

this calculated curve ivell. 

4.2 CALCULATION OF A-GAMMA ACTIVITY RECEIVED 
PER UNIT AREA OF THE OCEAN SURFACE 

A is determined as follows: 

Let C = gamma counts min- ‘. 

Z = depth in cm to which the fallout has become mixed. 

If C is assumed to be constant with depth, or at least represents an average value them 

A=CZ (4.5) 

No measurements of Z were made for Shot 6. Since it is probable the fallout had 
not penetrated to the thermocline at the time most of the surface samples were taken, 
an estimate of Z was based upon the following: 

1. A mixing function estimated from Shot 5 data (Figure 4.2) which provides Z as 
a function of time of mixing tm. 

2. An estimated time of arrival t, of fallout as a function of distance, I from surface 
zero based upon calculated small particle trajectories (Reference 4). and meteorological 
data (Figure 4.3). 
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TABLE 4.2 RADIOACTIVITY M SURFACE-WATER SAMPLES FROM SHOT 6 --- 

Sampler 
Number* 

Sampling PosItIon 

Latitude Longit&? 

l! 12' 04' 162' 18' 1333 
2 12' 04' 162" 18' 1333 

3$ 12' 03.6' 162' 13.6' 1406 
4 12' 03.6' 162' 13.6' 1406 

5f 12' 08.1' 162" 16.2' 1430 
5 12' 08.1' 162" 16.2' 1430 

7: 12' 11.6' 162' 18.9' 1455 
8 12' 11.6' 162' 18.9' 1455 

9$ 12' 14.6' 162" 15.0' 1520 
10 12' 14.5' 162^ 15.0' 1520 

11: 12' 20.2' 162" 15.8' 1558 
12 12' 20.2' 162' 15.8' 1558 

13: 12' 20.6' 152' 16.3' 1602 
14 12' 21.2' 162" 18.2' 1740 

15: 12. 24.0' 162' 15.9' 1808 
16 12' 24.0' 162' 15.9' 1808 

17% 12' 25.4' 162' 15.8' 1814 
18 12' 25.4' 162' 15.8' 1814 

1st 12' 26.0' 162' 15.9' 1819 
20 12' 26.0' 162' 15.9' 1819 
21s 12' 26.8' 162" 15.2' 1835 
22 12' 23.8' 162' 15.2' 1835 

23t 12' 29.7' 152' 15.3' 1840 
24 12' 29.7' 162' 15.3' 1840 
25 12' 33.5' 152' 15.0' 1900 
26 12' 33.5' 162' 15.0' 1900 

27: 12' 38.7' 152' 14.9' 1925 
28 12' 38.7' 162' 14.9' 1925 

29 12' 45.7' 152' 14.6' 1950 
30 12' 45.7' 162' 14.8' 1950 

31s 12' 51.0' 162' 14.2' 2015 
32 12' 51.0' 162' 14.2' 2015 

33 12' 55.9' 152' 13.8' 2040 
34 12' 55.9' 162' 13.8' 2040 

35 13' 00.0' 162' 14.5' 2105 
36 13' 00.0' 162' 14.5' 2105 
37 13' 00.0' 162' 19.0' 2130 
38. 13' 00.0' 162' 19.0' 2130 
39 13' 00.0' 162" 23.7' 2155 
40 13' 00.0' 162' 23.7' 2155 

41: 19' 00.0' 162' 28.2' 2220 
42 13' 00.0' 162' 28.2' 2220 
43 12' 56.9' 162' 30.0' 2245 
44 12' 56.9' 162' 30.0' 2245 

45: 12' 51.5' 152' 29.9' 2310 
46 12' 51.5' 152' 29.9' 2310 

47% 12' 46.5' 152' 29.9' 2335 
48 12' 46.5' 162' 29.9' 2335 

49 12' 41.1 162' 29.8' 2400 

50 12' 41.1' 162' 29.8' 2400 

north east 

Date-Time Date-Time Corrected C 
Sampled Counted Counts t ateach 
Enlwetok Position 
or Mike ____ - - 

5/15 

59 

- 
S/2 1300 
- 

6/2 1300 
- 

6/2 1300 
- 

6/2 1300 
- 

S/2 1300 
- 

S/2 1300 
- 

S/2 1300 
- 

s/2 1300 
- 

s/2 1300 
- 

6/2 1300 
- 

s/2 1300 
- 

s/2 1300 
s/2 1300 
S/20 1400 
S/2 1400 
- 

5/20 1400 
S/2 1300 
S/20 1400 
5/20 1400 

& s/2 1300 
- 

S/20 1400 
6/2 1300 
S/20 1400 
S/20 1400 
S/2 1300 
S/20 1400 
s/2 1300 
5/20 1400 
S/2 1300 
5/20 1400 
5/20 1400 
s/2 1300 
- 

s/2 1300 
S/20 1400 
S/20 1400 
S/2 1300 
- 

s/2 1300 
- 

s/2 1300 
S/20 1400 
S/20 1400 

c/m/ml 

- 

47 
- 

58 
- 

74 
- 

background 
- 

70 
- 

174 
- 

124 
- 

so 
- 

91 
- 

104 
- 

93 
- 

193 
571 
159 
173 
- 

131 
SO 
100 
84 
51 
- 

57 
5 
53 
45 
35 
11 
55 
7 
0 
2.5 
4 
2.5 

-- 

2.5 
3.5 
2.8 

background 
- 

1.1 
- 

2 
35 
26 

c/m/ml 

47 

88 

74 

0 

70 

174 

124 

90 

91 

104 

93 

193 
300 

96 

18 

36 

44 

33 

7.5 

3.0 

2.5 
2 

1 

2 
31 



TABLE 4.2 CONTINUED 

Sampler Sampling Position Date-Tlme Date-Time Corrected C 
Number* Latitude Longitude 

Sampled Counted countet ateach 
Eniwetok Position 
or Mike 

51 12' 35.6' 162' 29.8'! 0025 
52 12" 35.6' 162' 29.8' 0025 

53$ 12' 30.4' 162' 29.7' 0050 

54 12' 30.4' 162' 29.7' 0050 

55 12' 25.5' 162' 29.9' 0115 

56 12' 25.5' 162. 29.9' 0115 
57 12" 20.4' 162' 29.6' 0140 

58$ 12' 20.4' 162' 29.6' 0140 
59 12' 15.0' 162' 29.3' 0205 
60 12' 15.0' 162" 29.3' 0205 
61 12' 10.0' 162' 29.2' 0230 
62 12' 10.0' 162' 29.2' 0230 
63 12' 04.9' 162' 29.2' 0255 

64$ 12' 04:9' 162' 29.2' 0255 

65: 12' 00.0' 162' 29.0' 0320 
66 12' 00.0' 162' 29.0' 0320 
67 11' 54.6' 162' 28.9' 0345 
66 11' 54.6' 162. 28.9' 0345 
69 11' 49.2' 162' 28.8' 0410 
70 11' 49.2' 162' 28.8' 0410 
71 11' 44.1' 162' 28.7' 0435 
72 11' 44.1' 162' 28.7' 0435 

5/15 

1 13' 26.5' 161' 49.2' 1725 
2 13' 30.5' 161' 46.3' 1800 

3: 13' 30.5' 161' 46.3' 1800 
4 12. 35.2' 161. 47.6' 1830 
5f 12' 35.2' 161. 47.6' 1830 
6 19. 40.2' 161' 48.8' 1900 

7t 13' 40.2' 161' 48.8' 1900 
6 13' 45.5' 161' 49.7' 1930 

9s 13' 45.5' 161' 49.7' 1930 
10 13' 5l' 161' 49.7' 2000 

11: 13' 51' 161' 49.7' 2000 
12 13' 56' 161' 49.7' 2030 

13$ 13' 56' 161' 49.7' 2030 
14 13' 58.5' 161' 50.8' 2100 

15: 13. 56.5' 161' 50.8' 2100 
16 14' 00.0' 161' 54.7' 2130 
17 14'. 00.0' 161' 54.7' 2130 
16 14' 01' 162' 00.0' 2200 

19 14. 01' 162' 00.0' 2200 
20 13' 26' 162' 03.0' 2230 

21 13' 26' 162' 03.0' 2230 
22 13' 51.7' 162' '06.0' 2300 

23~ 13' 51.7' 162' 06.0' 2300 
24 13' 47.3' 162' 08.6' 2330 

25: 13' 47.3' 162' 08.6' 2330 
26 13' 42.7' 162' 11.6' 2400 

27: 13' 42.7' 162' 11.6' 2400 

north east 5/16 

60 

5/20 1400 
5/20 1400 
- 

5/20 1400 
5/20 1400 
5/20 1400 
5/20 1400 
- 

5/20 1400 
5/20 1400 
5/20 1400 
5/20 1400 
5/20 1400 
- 

183 
316 
- 

217 
194 
164 
98 
- 

44 
43. 
23 
26 
26 
- 

- - 

5/20 1400 7 
5/20 1400 0.7 
5/20 1400 2.4 
5/20 1400 1 
5/20 1400 background 
5/20 1400 2.4 
5/20 1400 0.7 

5/20 1400 
6/2 1300 
- 

6/2 1300 
- 

6/2 1300 
- 

5/20 1400 
612 1300 
- 

6/2 1300 
- 

6/2 1300 

1.1 
1.1 

- 

0.7 
- 

11 
- 

0.3 
2 

- 

1.0 
- 

1.2 

6/2 1300 
- 

6/2 1300 
5/20 1400 
5/20 1400 
6/2 1300 
5/20 1400 
5/20 1400 
6/2 1300 
5/20 1400 
5/20 1400 
6/2 1300 
- 

6/2 1300 
- 

6/2 1300 
- 

- 

1.0 
- 

background 
2.6 
2.7 
3.1 
0.5 
0.4 
2.0 
2.7 
2.9 
3.2 

- 

2.4 
- 
5.6 

- 

c/m/ml c/m/ml 

266 

217 
180. 

98 

44 

24 

26 

7 
1.5 

0.5 

1.5 

1 

0.7 

11 

1 

1 

1 

1 

1.5 

2 

1.7 

3.0 

2.4 

5.6 



TABLE 4.2 CONTINCED _. 

Sampler Sampling Posltlon Date-Time Date-Time COrreCted c 

Number l 
Latitude Longitude 

Sampled Counted Counts t PI each 

Enlwetok Position 

or Mike __. --- -. -- 

north east 5/16 c/m/ml c/m /ml 

26 13’ 38’ 162’ 14.1 0030 6/2 1300 1.6 1.6 
,291 13’ 36’ 162’ 14.7’ 0030 - - 

30 13’ 33.2’ 162’ 17.6‘ 0100 6/2 1300 background 0 
31t 13’ 33.2’ 162’ 17.6’ 0100 - - 

32 13’ 29’ 162’ 20.5’ 0130 6/2 1300 3.5 3.5 
33: 13’ 29’ 162’ 20.5’ 0130 - - 

34 13’ 24.2’ 162’ 23.2’ 0200 6/2 1300 0.6 0.6 
35: 13’ 24.2’ 162’ 23.2’ 0200 - - 

36 13’ 20’ 162’ 26.2’ 0230 6/2 1300 2.2 2.2 
37: 13’ 20’ 162’ 26.2’ 0230 - - 

36 13’ 15.2’ 162’ 29’ 0300 6/2 1300 background 0 
39t 13. 15.2’ 162’ 29’ 0300 - - 

40 13’ 11' 162' 32' 0330 6/2 1300 background 0 
41: 13’ 11' 162' 32' 0330 - - 

43 13' 06.3' 162' 34.3' 0400 6/2 1300 0.1 0.1 

43t 13' 06.3' 162' 34.3' 0400 - -._ 

44 13' 01.5' . 162' 33' 0430 6/2 1300 2.6 2.6 

45t 13' 01.6' 162' 33' '0430 - - 

46 12' 56.8' 162' 31.6' 0500 6/2 1300 10.5 10.5 
47t 12' 56.6' 162' 31.6' 0500 - - 

46 12' 52' 162' 30' 0530 6/2 1300 12 12 

l Samples numbered consecutively 1 through i2 werr collected by the USS Molala; those numbered 1 through 46 

collected by the USS Stow. . 

t Corrected for decay during period of analysts; all counts referred to 1300 PST S/20/54 (H + 171 br). Radto- 

actlvlty of samples was measured with crystal well gamma scintillation counter or with 1’4 inch by ‘/I tnch 

crystal gamma scintillation counter (UDR-9). al1 counts referred to UDH-3. See text for conversion factor- 

: Not received at NRDL for analysis. 

10 

20 - -. 

30 

40 

60 

I30 
0 5 IO I5 20 25 30 35 

TIME OF MIXING,t,,, (HR) 

Figure. 4.2 Depth of penetration of Shot 5 fallout in ocean water. 
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3. An approximate set and drift of the contaminated sea water east to west at 0.5 knota 
If t, is the time of sampling then: 

tm = ts - ta (4.6) 

The distance I is not the distance from surface zero to the point at which water samples 
were collected but rather to the gecgraphical coordinate at which the sampled water re- 
ceived the fallout. It may be determined by successive approximations in the manner 
shown in the illustrative calculation. At ts = 0 + 32.5 hours water samples were taken 
following Shot 5 at 12” 10’ N 166” 06’ E. Let the distance from this point to surface 
zero be the first approximation 2. I = I1 = 53 miles. From Figure 4.3, tat = 0 + 4 houra, 

and tmt = 32.5 - 4 = 28.5 hours. The east to west drift correction is approximately 

0 20 40 60 00 100 I20 140 160 180 200 220 240 260 

DISTANCE FROM GZ,t(N MI) 

Figure 4.3 Estimated times of arrival of fallout. 

0a5 tml = 0.5 x 28.5 = 14.3 miles. Applying this correction and re-plotting position, it 
is found that the second approximation of the geographical point of fallout is I2 = 64 miles 
from ground zero, and tmz = ts = taz = 32.5- 5 = 27.5 hours. 

The second approximation of the drift correction is 0.5tmz = 0.5 X 27.5 = 13.8 
miles: which is sufficiently close to the first estimate of the drift correction that no 
further improvement in the value oft m is realized. 

The geographical point of fallout is therefore established as 13.8 miles east of the 
point of sampling. From Figure 4.2, Z = 62 x lo2 cm, and 

A = CZ = 510 x 62 x 10’ 
= 31.6 x lo5 counts min’1cm-2 

Values for A for other points are given in Column 3, Table 4.6 and Table 4.7. East to 
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west drift corrections for each sampling coordinate are given in Column 2. Values of C 
are taken from Column 10, Table 4.1 and Column 6, Table 4,2. 

4.3 CALCULATION OF I/A-RATIO OF GAMMA 
IONIZATION READINGS TO GAMMA COUNTS 

I/A was determined by measuring five water samples from Shot 5. These samples 
had sufficient activity for precise measurement in the gamma ionization instrument and 
in the UDR-9 gamma counter. The results are shown in Table 4.3. The ratio I/A = 
1.59 x 1O-6 mv counts- l min was considered applicable to Shot 6 calculations as well, 

TABLE 4.3 RATIO OF GAMMA IONIZATION HEADINGS. I TO GAMMA COUNTS. A FOR FIVE 
SURFACE WATER SAMPLES FROM SHOT 5 
____~ -.___ ---_ 

Sampling Posltlon Ix’5 AX.+. 
I 

2 -ii- 

Lalltude 

north 

12’ 10’ 

11’ 55.3’ 

12’ 05’ 

12’ 00’ 

12’ 02.5’ 
-- 

Longitude 
-~--- _.~. - -- 

east rn” per 15 cm’ l c/m per 15 cm’t rn” colmt~- ‘rnln 

166’ 06’ 0.0057 4.250 1.34 x lo-’ 

166. 16.6’ 0.0071 4.330 1.64 x LO-’ 

166’ 06.5’ 0.0139 9.400 1.48 x lo-’ 

166’ 13’ 0.0151 6,630 1.75 x 10-g 

165’ 44’ 0.0095 5,460 1.73 x lo-’ 
_-- - 

Mean 1.59 x 10-O 

l Measured on 5/14; corrected to 1200 PST 5/13. 

t Data t&ken from Column 6. Table 4.1. 

due to the similarity in the Shot 5 and Shot 6 sample spectra at the times of analysis. 
The ionization measurements made in a 4-pi goemetry high pressure ionization chamber 
of the type described by Jones and Overman (Reference 5). The response of the in- 
strument was calibrated4 with standards whose photon energy and photon emission rate 
were known. The response-versus-energy curve for 2.22 x lo6 photons min- ’ is shown 
in Figure 4.4. 

4.4 CALCULATION OF R/I-RATIO OF GAMMA ENERGY EMISSION 
RATE PER UNIT AREA TO GAMMA IONIZATION READING PER UNIT AREA 

The reader is referred to Table 4.4 for a summary of the calculation of R/I. The 
first and second columns give respectively the mean photon energies Ei and fractional 
abundances: 

i=9 

nil C “i 
i=l 

for nine energy intervals as determined by Cook (Reference 2) on samples of fallout from 
Shots 5 and 6. Spectra were used which were determined at the reference time of analysis 

’ Private communication from W. E. Shelberg, USNRDL. 
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TABLE 4.4 CALCULATION OF R/I RATIO OF GAMMA ENERGY EMIBSION RATE PER UNIT AREA TO GAMMA IONIZATION READING PER UNIT AREA l 

. Shot 5 at D + 8 Days Shot 6 at D + 7 Day8 

El 

i=9 

ni 1 C ni 
I=1 

Gamma Ii Rt (x 10-O) 1=9 Gamma Ii Rt (x lo-‘) 
Ionization (mv cm” per (Mev min- ’ cm- ’ Et ni / C ni Ionization (mv cm- * per (Mev min- ’ cm- * 
Instrument 2.22 x 10’ x per 2.22 x 10’ x I=1 Instrument 2.22 x 10‘ x per 2.22 x IO‘ x 
Responee I=9 I=9 I=9 i=9 
(2.22 x 10’ nil C ni nt/ C ni 

Reeponee 

(2.22 x 10’ nt / C. ni nil C ni 
photons min- t) I=1 i=l photons min- ‘) I=1 i=l 

photons min- ‘) photon8 min- ‘) photons min- ‘) photons min- ‘) 

0.05 0.261 0.08 0.0209 0.0290 0.05 0.271 0.08 0.0217 0.0301 
0.15 0.245 0.12 0.0294 0.0816 0.16 0.210 0.12 0.0252 0.0700 
0.25 0.140 0.16 0.0224 0.0777 0.25 0.170 0.16 0.0272 0.0943 
0.35 0.016 0.21 0.0034 0.0124 0.35 0.026 0.21 0.0055 0.0202 

0.45 0.095 0.25 0.0237 0.0950 0.45 0.069 0.25 0.017i 0.0690 
0.65 0.067 0.34 0.0296 0.1254 0.65 0.096 0.34 0.0326 0.139 
0.75 0.097 0.38 0.0368 0.1614 0.75 0.094 0.38 0.0367 0.167 
0.85 0.0135 0.42 0.0057 0.0255 0.85 0.029 0.42 0.0122 0.0547 
1.55 0.0455 0.70 0.0316 0.1565 1.55 0.035 0.70 0.0245 0.120 

I = 0.2037 R = 0.7645 I = 0.2018 A = 0.7543 

R - = E x 10’ = 3.75 x 10’ Mev min’L mv-l 
I . 

+ See Section 4.4 for explanation of TabIe 

R 0.7543 
---x10*=3.74x10*Mevmtn”mv” 
I 0.2018 



TABLE 4.5 CALCULATION OF REFERENCE DOSE RATE, dr AT HEIGHTX = 3FEET ABOVE AN 
INFINITELYCONTAMINATED PLANE HAVING A GAMMA ENERGY EMISSION RATE, R=lMcvmin-'cm-* 

-- __._______ 

Shot5atD+BDays Shot 6 at D + 7 Days 

-- - ---. ___- 

i-9 i=9 

Bi nil C ni ni Bi (ti) nidi X 10" nil C ni ai ntdi x 10' 
i=l ._"'__K__~~~_ _ 

0.05 0.261 0.760 ~~2.5 =I 0.05 0.271 0.796 -7.3 
0.15 0.245 0.713 -1.8 -10.5 0.15 0.21 0.617 -9.1 
0.25 0.140 0.407 1.55 10.0 0.25 0.17 0.50 12.4 
0.35 0.016 0.047 1.45 1.6 0.35 0.026 0.076 2.69 

0.45 0.095 0.276 1.40 12.4 0.45 0.069 0.203 9.14 
0.65 0.087 0.253 1.33 16.2 0.65 0.096 0.282 18.X 
0.75 0.097 0.282 1.31 20.6 0.75 0.094 0.276 20.2 
0.85 0.0135 0.039 1.29 3.1 0.85 0.029 0.085 6.96 
1.55 0.0455 0.132 1.2c 17.3 1.55 0.035 0.103 13.5 -- 

n = 2.91 dr = 98.7x lo-' n = 2.94 dr = 99.5 x lb-‘ 
__~ -___ -..---.-- .-- 

TABLE4.6 DOSE RATE AT Ii+12 HR CALCULATED FROM WATER SAMPLES FROM SHOT 5 
----- -- - 

Sampling Position Correction 2x10-' A x lo-’ d at 
for East-to- atH+ 218hr* Ii +12hr 

Latitude LcngIhldc West Drift 

north NM cm c/m per cm-* rlhr 

12' 10' 166' 06' (Sta. 1) 14 62 32 49 
12' 05' 166' 08.5' 15 66 42 64 
12' 00' 166' 13' 15 68 40 61 
11' 55.3' 166' 16.6' (Sta. 2) 16 71 15.5 24 

11' 51' 167' 04.2' 17 77 0.385 0.6 
12' 19.4' 186' 57.2' (Sta. 3) 19 84 8.4 13 
13' 12' 166' 40' (Sta. 4) 22 99 0.99 1.5 
13' 00.3' 167' 00.5' 23 100 2.0 3.1 

12' 48' 167' 20' (Sta. 5) 23 
12' 30' 167' 35' (Sk 5) 25 
12' 03.5' 168' 00.5' 27 
12' 32' 168' 08' 28 

2.4 3.7 
3.2 4.9 
0.20 0.3 
11 17 

12' 45' 
12' 45' 
12' 43.5' 
12' 43' 

168' 10.1' 
168' 16' 
168' 21' 
168' 25' 

3.7 5.7 
12 18 
2.3 3.5 
1.0 1.5 

12' 58' 
12' 59.6' 
12' 19' 
12' 08' 
12' 02.5' 
12' 01' 
11' 52' 

168' 27.5' 
188' 26.6' (Sta. 7) 
166' 39.5' 
166' 10.5' 
165' 44' 
185' 16' 
165' 34' (Sta. 8) 

29 
29 
29 
30 

31 
31 
41 
43 
45 
50 
50 

100 
100 
100 
100 

100 
100 
100 
100 

100 
100 
100 
100 
100 
100 
100 

6.3 9.6 
3.1 4.7 
31 47 
7.3 11 
30 46 
5.1 7.8 
29 44 

* See Section 4.2 for method of calculation. 
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TABLE 4.7 DOSE RATE AT A l 12 IiR CALCULATED FROM WATER SAMPLES COLLECTED AFTER SHOT6 

BunpIe 
Number* 

Smpfing PoaltIon 

Latitude Longitude 

Correction zx 10-1 AX 10-B d at 
for East-to- at H+ 171hr A*12& 
West Drtft 

2 12' 04' 162' 18' 14 64 3.0 2.7 
4 12' 03.6' 162' 13.6' 16 66 4.6 4.0 
6 12' 08.1' 162' 16.2' 14 86 4.8 4.2 
6 12' 11.6' 162' 18.9' 14 85 0 0 
10 12' 14.6' 162' 15.0' 14 66 4.6 4.1 

12 12' 20.2' 162' 15.8' 14 65 11.3 10 
14 12' 21.2' 162' 18.2' 15 89 8.6 7.6 
16 12' 24.0' 162' 15.9' 14 65 5.8 5.1 
16 12' 25.4' 162. 15.8' 15 69 6.3 5.8 
20 12' 26.0' 162. 15.9' 15 69 7.2 6.4 

22 12' 28.8' 162' 15.2' 16 69 6.4 5.7 
24 12' 29.7' 162' 15.3' 16 69 13.3 11.8 
25. 26 12' 33.6' 162. 15.0' 15 69 20.7 18.8 
26 12' 38.7' 162. 14.9' 15 89 6.6 5.8 
29. 30 12. 45.7' 162' 14.8' 15 88 5.3 4.7 
32 12' 51.0' 162' 14.2' 15 68 2.45 2.2 
33, 34 12. 55.9' 162' 13.8' 15 66 3.0 2.7 
35. 36 13' 00.0' 162. 14.5' 15 68 2.25 2.0 
31. 38 13' 00.0' 162' 19.0' 15 68 0.51 0.45 
39. 40 13' bo.o* 162' 23.7' 15 69 0.20 0.18 
42 13' 00.0' 162' 23.2' 15 70 0.18 0.16 
43, u 12' 56.9' 162' 30.0' 16 71 0.15 0.13 
48 12' 51.5' 162. 29.9' 16 73 0.07 0.06 
46 12' 46.5' 162. 29.9' 16.5 75 0.15 0.12 
49, 50 12' 41.1' 162' 29.8' 17 77 2.4 2.1 
51. 52 12' 35.8' 162' 29.8' 17 IS 19.8 17.5 

54 12' 30.4' 162. 29.7' 18 81 17.6 15.6 
55, 56 12' 25.5' 162' 29.9' 18 83 14.9 13.2 
57 12' 20.4' 162. 29.6' 19 85 8.3 7.3 
59. 80 12' 15.0' 162. 29.3' 19 86 3.8 3.4 
81. 62. 12' 10.0' 162' 29.2' 19 88 2.1 1.9 

63 12' 04.9' 162. 29.2' 20 so 2.3 2.0 
66 12' 00.0' 162' 29.0' 20 91 0.64 0.57 
67, 68 11' 54.6' 162' 28.9' 20.5 93 0.14 0.12 
69, 70 11' 49.2' 162' 28.8' 21 94 0.05 0.04 
71, 72 11. 44.1' 162' 28.7' 21 95 0.14 0.12 

Sample 
Numbert 

I 13' 26.5' 161' 49.2' 12 53 0.05 0.04 
2 13' 30.6' 161' 46.3' 12 53 0.05 0.04 
4 12' 35.2' 161' 47.8' 12 53 0.04 0.03 
8 13' 40.2' 161. 43.8' 12 53 0.58 0.61 
8 13. 45.5' 161. 49.7' 12 53 0.05 0.04 

10 13' 51' 161. 49.7' 11 52 0.05 0.04 
12 13. 68' 161. 49.7' 11 52 0.05 0.04 
14 13' 58.5' 161' 50.8' 12 52 0.06 0.04 
16. 17 14' 00.0' 161' 54.7' 12 53 0.08 0.06 
18, 19 14' 01' 162' 00' 12 54 0.11 0.10 
20. 21 13' 56' 162' 03' 12 57 0.10 0.09 
22 13' 51.7' 162. 08' 13 59 0.18 0.16 
24 13. 47.3' 162' 08.6 13 61 0.15 0.13 
28 13' 42.7' 162' 11.6' 14 63 0.35 0.31 
28 13' 38' 162' 14.7' 14 66 0.11 0.10 
30 13' 33.2' 162' 17.6' 15 68 0 0 
32 13' 29' 162' 20.6' 15 70 0.25 0.22 
34 13. 24.2' 162. 23.2' 16 72 0.04 0.036 
36 13' 20' 162. 26.2' 16 74 0.16 0.14 
38 13. 15.2' 162. 29' 17 76 0 0 

40 13' 11' 162' 32' 17 78 0 0 
42 13' 06.9' 162. 94.9' 18 80 0.08 6.06 
44 13' 01.8' 162' 33' 18 82 0.21 0.19 
46 12' 58.8' 162. 31.6' 18 84 0.88 0.78 
48 12' 52' 162. 30' 19 87 1.0 0.9 

east NM cm c/m per cm-' dhr 

l These samplee were collectedby the USS Molah. 
t These samples were collectedby the USS Sioux. 
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of the Shot 6 water samples (7 days) and as close to the time of analysis of Shot 5 samples 
(9 days) as possible. 

Column 3 lists the response of the gamma ionization instrument for 2.22 x lo6 gamma 
photons min- 1 of energy Ei as determined from the curve in Figure 4.4. 

In calculating Columns 4 and 5, a source was arbitrarily chosen equivalent to 
2.22 x lo6 photons min- i cm- 2 of ail energies. Column 4 then gives for each value of Ei 

_ 8. 
; 

0 DETERMINED WITH HgzO’,Ew’ 0.24 MEV 

-r-- 
‘m DETERMINED WITH I”’ ,EhV’ 0.39 MEV 

r 

*ADETERMINED WiTH.Co-Bo”‘,E~V:0.62MEV - 

l O DETERMINED WITH F.5, ,E*t,: I.ZOMEV 

1 6 - ‘0 DETERMINED WITH co90 (4~: 1.25 MEV -- --. - --’ 
s 

ci 
v DETERMINED WITH ,Noz4 ,Ely: 2.07 MEV 

g 6- 
5 

l Shelbw9,W.E. 

i4, 

Shipmon.W.H and LCDR RK Show 

a 3. 

Q 

g 
d 2. 
a! 
0’ 0* 

v 

= I. -_-_ 
i / 

s 

= o- 
0 0.1 0.2 

Figure 4.4 Relative response of NRDL ion chamber with incident 
photon energy (Mev) (after Shelbert). 

PHOTON’ ENERGY, El (MEV) 

the calculated gamma ionization instrument response in mv cm- 2 for 2.22 x lo6 gamma 
photons min- ’ cm- 2. Column 5 gives the corresponding gamma energy rate in Mev 
min- t cm- 2 for 

i=9 
2.22 x lo6 x ni/ C 

i=l 

photons of energy Ei in Mev min- ’ cm’ 2. The ratio of the Columns 5 and 4 then gives for 
both Shot 5 and Shot 6: 

R 
- = 3.75 x lo6 Mev min-‘mv-‘. 
I 

4.5 CALCULATION OF REFERENCE DOSE RATE, dr 

The value of dr corresponding to a gamma energy emission rate R = 1 Mev 
min- ’ cm’ 2, was calculated from Equations 4.1 and 4.2 and the gamma spectra and 
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abundances determined by Cook. The calculation is summarized in Table 4.5. 6 
The dose rate expressed in Mev min- ’ cmmS may be converted to dose rate expressed 
in roentgens hr -’ by using the factor, 9.50 x 10a4. ’ 

Therefore: 

for Shot 5 

dr = 98.7 x lo-' Mev min-* cm” 
= 9.37 x 10-a roentgens hr-* 

for Shot 6 

dr = 99.5 x 10m6 Mev min” cm” 
= 9.45 x lo’* roentgens hr-* 

4.6 CALCULATION OF DOSE RATE, d 

Numerical values for dr, R/I Ad I/A substituted into Equation 4.4 give: 

d = 9.37 x lOa x 3.75 x lo6 x 1.59 x lOa A roentgens hr-* 
= 5.58 x 10” A roentgens hr-* at H + 218 hr for Shot 5. 

d = 9.45 x lo-* x 3.75 x 10’ x 1.59 x 10s6 A roe’ntgens hr” 
= 5.63 x 10” A roentgens hr” at H + 171 hr for Shot 6. 

Finally the dose rate was referred to H + 12 hours for both shots by applying the 
decay factor from H + 12 hours to the time of analysis of the H + 218 hour and.H + 171 
hour samples for Shot 5 and Shot 6 respectively. 

No actual measurements of gamma field decay were made over these periods. 
Recently Miller (Reference 6) has shown a remarkable degree of agreement to exist 
among Rad-Safe data taken over each of the islands at Operation Castle when the cal- 
culated disintegration min-* curve for each shot is used to refer readings to a common 
time. This appeared to provide sufficient justification for use of the calculated curve 
in the present calculations. Decay curves were calculated as described elsewhere 
(Reference 3) using experimentally determined capture-to-fission ratios for various 

5 Incidentally it may be shown that: 
i=9 

n= c ni = 2.91 photons min” cm-’ for Shot 5 samples, and 
i=l 

n = 2.94 photons’ min-’ cm-* 
R = 1 Mev min” cmm2 since 

for Shot 6 samples provide a gamma emission rate, 

i =9 

c Ei ni = 1 Mev min -1 cm-2 

i=l 

6 The dose rate in roentgens hr-’ is derived from dose rate in Mev min” cm3 as follows: 
by definition 1 roentgen hr-* is the absorption of 83.8 ergs per gram in air at 20°C 760 mm 
(or 0.101 ergs per cm3 of air). Since 1 Mev = 1.60 x lo+ ergs, 1 roentgen hr-* is the absorpt:.: 
of 6.32 x lo4 Mev hr-* cm-‘, or the absorption of 1.05 x 10’ Mev min-* cm-‘. Therefore dose 
rate (in roentgens hr”) = dose rate (in hlev min-* cm-‘) x 9.5 x lo-‘. 
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induced activities. The curves are shown in Figures 4.1 and 4.5, 
From these curves the dose rate at H + 12 hr di, for Shot 5 is: 

dn = 5.58 x 27.4 x lo-’ A roentgens hr” 
= 1.53 x low5 A roentgens hr-i 

and for Shot 6: 
di, = 5.63 x 15.7 x lo-’ A roentgens hr-* 

= 8.85 x lo-’ A roentgens hr” 

Figure 4.5 Calculated decay (d/m) for Shot 5 fallout. 

Results for Shots 5 and 6 are tabulated in Tables 4.6 and 4.7 respectively. ’ 
In view of the close agreement between these results for Shot 5 and those calcu- 

lated Independently from the water survey data (Chapter 3), contours for the water 
sampling results have not been drawn. Instead a comparison of the two sets of data 
is shown in Table 5.1. 

Shot 6 results were plotted and contours drawn as shown in Figure 4.6. Aerial 
survey data (Reference 8) taken at H + 13 to H + 17 hours (Able flight) and H + 25 to 
H + 32 hours (Baker flight) were used as a rough aid in constructing contours, especially 
in areas where no water samples were taken. Relative intensities were read from aerial 
survey traces. Locations where aerial survey data and water sampling data coincide 
were used to normalize approximately the aerial survey traces to dose rate values cal- 
culated from water sample data. Drift corrections were applied to the latter. Baker 
flight traces were arbitrarily shifted 6 miles north and 6 miles east to improve the 
fit with Able flight and water sample data. The shift may be justifiable on the basis of 
errors in drift correction and position determinations. No depth of mixing calcula- 
tions were made for the aerial survey data. Contours across the lagoon area were taken 
from Proiect 2.5a data (Reference 4). 

’ In this report no attempt has been made to apply a “terrain factor” to the calculated 
results to approximate more closely the dose rates which would have been observed over 

a real land area. A terrain factor has not been estimated for PPG site conditions. 
Ksanda (Reference 7) has estimated for Operation Jangle fallout area at NTS that observed 
dose rates = 0.6 x calculated dose rates. 
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4.7 CALCULATION OF DOSE RATE d FROM OBSERVED 
GAMMA FIELD-SAMPLE ACTIVITY RATIO 

Schuert (Reference 4) has calculated gamma fields for certain Operation Castle shots 
from a relation of the following kind: 

d = k1 (4.7) 

Where: I = gamma activity of collected fallout samples per unit area of collecting surface. 
k = factor calculated from gamma activity of fallout samples and gamma field 

intensities measured at or near the site of fallout collection. 

Both measurements refer to H + 4 days. When the activity is expressed8 in units of 
mv cm - *, Schuert’s data give for the total collector: 

r hr-* 
0.048 Sk 5.0.48 - 

mv cm-2 

and for the gumned paper collector: 

r hr-’ 
k = 0.36 - 

mv cme2 

Recently Miller (Reference 6) has calculated k using re-evaluation Rad-Safe gamma 
field data and values of gamma activity from fallout samples. From his data for Shot 1: 

k = 0.53 f 26 percent (standard error). 

For Shot 3: 

k = 0.34 f 21 percent. 

A value for k may be calculated from Equation 4.4 as follows: 

Where: k = dr + 

By substitution there results, using values based upon the spectral data for Shots 5 and 6: 

r hr-l 
k = 0.35 - 

mv cm-2 

’ (gamma activity in mr hr-‘> = 
(gamma activity in mv) 

5.19 
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This result and the experimental ratios calculated by Miller are in very gratifying 
agreement. 
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and samplaysis. One of the serious limitations of tNs work is the inability to as- 
sign limits of error. 

The considerable number of data discussed in this chapter which were required for 
reduction and analysis of the basic water sample data and which had to be estimated 
indicate where improved results may be achieved in the future. 
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SUMMAR): 

5.1 SUMMARY 

Chop fer 5 

DISCUSSION AND CONCL USIONS 

In Chapters 3 and 4, independent sets of data relating to the’ radioactivity of sea water 
which had received fallout were presented. Computations were carried out so as to pro- 
vide isointensity contours for Shots 5 and 6 as though the fallout had been received by a 
fixed plane at mean sea level. Dose rates at H + 1 hour or H + 12 hours are calculated 
at 3 feet above the fixed plane. Dose rate contours for Shot 5 are based upon the direct 
measurement of gamma activity in the sea water by towed radiation meters. A compari- 
son of these results with those calculated from laboratory analysis of sea water samples 
taken at 23 locations is made in Table 5.1 and shows good agreement. Contours showing 
accumulated dosages at H + 50 hours were also plotted for Shot 5. One conclusion evident 
from these contours is that total doses of 250 r or more could have been accumulated 
throughout an area of about 5,000 square miles. 

Contours for Shot 6 were calculated from water sample data; aerial survey traces were 
used to sketch in contours where water sampling was not done. Using these contours for 
Shots 5 and 6, the radioactivity appearing in the fallout area was summed in Chapter 4 to 
provide the fraction of the debris from the devices which appeared in fallout. Ten per- 
cent of the debris from Shot 5 and 8.5 percent of that from Shot 6 was accounted for with- 
in the fallout contours as drawn from radiation meter and water sample data. 

5.2 DISCUSSION AND CONCLUSIONS 

The agreement between the two sets of results for Shot 5 is gratifyingly good; it is 
recognized that the several arbitrary assumptions and approximations made in this re- 
port may have introduced systematic absolute errors which are extremely difficult to 
evaluate at this time. Nevertheless, it is concluded that radiation instruments submerged 
in the ocean and water sampling at representative locations and depths each result in data 
from which the fallout pattern can be determined satisfactorily for certain types of det- 
onation. To accomplish this, supporting oceanographic and radiological data are needed. 
The principal deficiencies of the present work are believed to lie in the quality of the sup- 
porting data. 

It is evident that on future surveys better data are needed in the following areas: 
(1) rate and depth of mixing of fallout; (2) physical and radiochemical characteristics 
of fallout, especially.particulate size and radioactive decay; (3) times of arrival of fall- 
out over the fallout area; (4) details of the action of ocean currents in dispersing fallout; 
(5) spectral distribution of gamma radiation from fallout; (6) relationship between inten- 
sity of a gamma radiation field and radioactivity per unit area of the source which pro- 
duces the field; (7) calibration of radiation measuring devices both for field measurements 
and laboratory measurements and throughout the full range of gamma energies; and 
(8) accurate geographical positioning of all ships, planes and stations conducting surveys 
or collecting samples. 

The two survey approaches described above give almost duplicate numerical results, 
but each has its inherent advantages. The direct gamma radiation meter is well suited 
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for rapid surveys and depth of penetration measurements, whereas the water sampling 
technique provides specimens for more complete gamma spectrum studies and for other 
physical and radiochemical studies. In relation to the depth of penetration measuremente, 
it should be especially noted that success in either of the procedures used by this project 
during Castle Shot 5 is highly dependent upon reliability of estimates of fallout below the 
ocean surface. It is essential that the rate of descent of fallout into the mixed layer be 
sufficiently slow that the material is still accessible for measurement at the time of sur.. 
vey. It has been concluded tentatively that this requirement was met for Shots 5 and 6 
since: (1) observations’ of the fallout material from the over-water shots at Operation 

Table 5.1 

(1) 

Camp~parison of Shot 5 Gema Field Intmsltler at 12 Hourr 

a~) Calculated fromTowed Radiation HstarDat+ and 

(2) from Water Sqle Amlysls Data 

.__- .- 

Sqllng Podtioa 1' 2- 

Logbook Tlma station LatAMe Longiwde r/& at3 It r/&at3 f% 

-6h~1500 1 
1634~ SWf 
1730 Surf 
lgoo 2 

7I4.w 0130 Surf 

0500 1400 i 
1820 surf 
1900 5 
2%C b 

8HayC4CC Surf 
oeoo Surf 
WCC Surf 

E 
Surf 
Surf 

1200 Surf 
1350 Surf 
155J 7 

:$i 
Surf 
Surf 

o&J Surf 
WC Surf 

9 Hay153C 8 

12-10 166-d 
12-05 16kC8.5 
12-00 166-13 
11-55.3 166-16.6 

167-04.2 

:zc2 
;gcg5 

167-35 

168-m.5 
168-08 
168-10.1 
168-16 
1-21 
168-25 
168-27.5 
168-26.6 
166-39.5 
a-10.5 

;:z 

9.5 
13 
1.5 

1:; 
6.4 

12-03.5 
12-32 
12-45 
12-45 
12-43.5 
12-43 
12-58 
u-59.6 
12-19 
12-a 
12-02.5 
12-01 

2.9 
15 
8 
18 

::: 
15 
8.9 
38 
ll 

4i 

11-52 165-U 42 

F 
6l 
24 

0.6 
13 
i.5 

?f 
b.9 

0.3 
17 
5.7 

18 

a:; 

4:7 
47 

z 
7.8 

44 

. Pram Table 3.5, colum 8, values at stations am interpolated. 
These can be ldentlfied in Table 3.5 by reference to Logbwk Time. 

l * Prom Table 4.6, last colum. 

Castle indicated a very small particle size existed which could be expected to settle very 
slowly in water; (2) from the depth cast data of Shot 5 it appears that the descent of the 
radioactive material into the water mass comprising the mixed layer was of such a rate 
and uniformity as to make calculation of depth of penetration entirely feasible. 

In conclusion, attention is again directed to the evidence that, following Shot 5, an 
area of about 5,000 square miles was covered with contamination which would be hazard- 
ous to human life had it fallen on land. For the smaller-yield Shot 6, the hazardous area 
was smaller. By hazardous is meant here contributing 250 r total dose during the first 
50 hours. Total yield for Shot 5 was estimated at 12.5 megatons and l-.7 megatons for 
Shot 6. (Reference Summary Report of the Commander, Castle Report ITR-934. ) 

‘Reference to Project 6.4, 2.5a reports on Operation Castle. 
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Appendix A 

COMPARISON OFGOhiW7E5'DOSE RAE- OVB? T'LSEA 

WITH ER7Al.. ACWAL MEASUREMENTS 
A few measurements were made on deck and on the bridge while underwater dosages were being obtained 
following Shot 5. Intercomparison of these data permtts a rough test of the familiar elementary theory for 
making predictions of dose rate above the sea from measurements made by submerged instruments. The 
behavior of the several instruments can be compared also. 

Figure A.1 shows the manner in which these particular measurements were made, and Table A.1 lists 
the measurements and also their values after being reduced to dosage rates by application of suitable cali- 
bration curves. 

Column 9 is the ratio of the-intensity in air to the intensity underwater-measured by the same instrument, 
Mark II. Column 10 is the ratio of intensity in air measured by the ship’s radiac set (type AN/PDR-27C) 
to the intensity underwater, measured by the Mark I device. . 

Column 11 is the ratio which was computed by using the simplified theory summarized in Equation 
D.4.3, page 435 of “The Effects of Atomic Weapons” (1950, LASL), under the assumption of monochromatic 

HYDROGRAPHER’S PLATFORM 

9 

i ‘M 

Figure A.1 Location of instruments during Shot 5. Surveys used 
for comparisons discussed in Appendix A. 

energy of 0.7 Mev. This equation is not strictly accurate for a volume distributed source since it assumes 
angular distribution of unscattered radiation coming up from the water to be the same as for a plane source. 
However, this deficiency leads to smaller numerical error than arises from the neglect of scattered rays. 
It is recognized that this simple theory is deficient; there is an addttional contribution due to scattering and 
the actual geometry including the ship cannot be treated properly. 

Comparison may be made between Column 11 and Columns 9 and 10; the theoretical values agree with 
the experimental much better than might have been hoped for considering the geometric complications in- 
troduced by the presence of the ship. The ship filters rays coming from almost half the sea, but this is 
somewhat compensated for by the presence of local contamination on the deck and hull. 
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'fable n.1 Above Surface and Below Surface SurveyData and Their Ratios 

Shot 5 Time/bate Elevation Underrater Air tiperimental l%eoretfoal 
Station Number in feet Ix IB % Ratios Ratios 

_*a mr/hrfia m&r &ihr I&4 H%A 

Y-l 
Y-2 
On course 
0n course 
On course 

16Oo/May 6 6 U.0' 
19ooby6 17.5* 
162lhy 6 : 15.0". 
1638/Mar 6 17.0** 
2315/May 5 

265 
21.044 

16.9 11.0" 6.9 .40 
11.7 9.0. 5.4 .46 
33.0 13.0 
51.0 21.0 
80.0 22.0 

.34 

.34 
.39 .34 
.w .34 
.27 .20 

Column No. 1 2 3 4 5 6 7 8 9 10 11 

Footnotes 

l Mark II readings 
l * Mark I readings 

Column No. 

1. 

:: 
4. 

i: 
7. 

;: 
10. 
11. 

Location of measurement. 
Time and Date of Measurement. 
Elevation. 
Meter Readings of Undervater Instrument. 
Apparent mr/hr from Calibration Data Pertnining to Estimated Mixed Radiation Spectnnn. 
Meter Readings from Mark II in Air (on Hydro Platform). 
Apparent mr/hr from Calibration for Estimated Mixed Radiation. 
Meter Readings of Hand Set in mr/hr. 

Theoretical Ratios Based on Equation D.4.3 p. 435 In The Effects of Ato& Wea- (1950. I,&). 



Appendix B 

B.l CALIBRATION OF INSTRUMENTS IN AIR 

Initial plans called for calibrating the instruments repeatedly during the cruise against a large gamma 
ray source; however, no suitable source was found available at sailing date. In the absence of absolute 
standardization the measurements would still have been of value as interpolations of the measurements 
made by means of water samples at fixed stations. Nevertheless, serious efforts were continued toward 
establishing the calibration of the instruments without reltance upon water analyses in the laboratory. 

The instruments were intercompared whenever possible; they were towed in pairs in contaminated sea 
water and exposed in pairs in the field of radiations which existed in the air above the ship’s deck due to 
the contaminated materials nearby. 

During the intercomparisons of instruments in the air over the deck the ship’s radiac instruments were 
read also at the same locations. The two radiac instruments (Type AN/PDR-27C) agreed well with one 
another, appeared to be in good condition, and might have supported some sort of an independent calibration 
scheme had it not been found impossible to obtain accidental fields of activity strong enough and geometri- 
cally uniform enough to intercalibrate accurately except at a few isolated intensities. 

Much pains were taken to keep the instruments in good order so that a calculation made after the cruise 
might be significant; the Mark II and Mark IlI instruments appeared to be in perfect order at the end of the 
trip; however, the Mark I instrument had to have a G. M. tube replaced during the cruise and therefore its 
calibrations pertaining to the cruise are quite different before and after this change. 

Immediately after the ship returned to Parry Island the three towed instruments were taken to the open- 
air calibrating area which was available for standardizing radiac sets, and these were calibrated against a 
distant point source of radium of known activity. The results of these measurements are shown in Figures 
2.1. 2.2, and 2.3 plotted in solid lines. 

The instruments were then boxed and shipped to the U. S. Bureau of Standards where calibration in air 
and against radium was repeated. Mishap during shipping caused a delay of about one month; during this 
time Mark I and III apparently suffered serious battery aging or other damage so that erratic behavior was 
exhibited during part of their calibrations, but the Mark II instrument satisfactorily reproduced the general 
character and magnitude of its calibration at Site Elmer. 

The dashed curve in Figure 2.2 illustrates, for example, the radium calibration made at the Bureau cor- 
responding to the instrument scale-range A. The 20 percent discrepancy between the Elmer curve (solid) 
and the Bureau curve (dashed) can be attributed to the known drop in battery voltage during the intervening 
time. 

Thus, Mark II maintained reasonable constancy of calibration (against radium) after a month of rough 
treatment and therefore probably was well within 10 or 20 percent of truth of its Elmer calibration during 
the cruise. Mark II instrument was therefore chosen as cruise standard; the Mark I, Mark III and Pot 
instruments* readings also may be given absolute evaluation by means of the intercalibrations against 
Mark II made during the cruise and at Site Elmer. 

Thus far, caIibration of a limited sort only has been described. The measurements su mmarized by the 
curves in Ngures 2.1 to 2.4, inclusive, relate only to the hard gamma rays of radium and are strictly ac- 
curate only when the rays strike the instruments at normal incidence; that is. when the rays arrive normal 
to the axes of their oylfndrical cases. Other information now must be introduced so that the effect of rays 
arriving at other angles at the surface of a submerged instrument can be predicted; and theory must be re- 
sorted to before an estimate of the activity density In the sea can be predicted from the reading coming from 
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(See T&b B-I for origin dthese cufver.I 

0 I:0 2.0 MEV 

Figure B.l Histograms ofestimatedsource spectra. 

Table B.l Estimated Source Spectra* 

Eneriq Fraction of Total Source 

In MEV D+l D+2 D+3 D+4 Average 
of Four 
Days 

0.05-0.10 .o% .088 .llO .106 
O.lO-O.&l .302 .w5 .w4 
0.40-1.00 .5w ,.395 .2l2 :% 
1.00-1.50 .084 .066 .060 .059 
1.50-1.80 .009 .029 .102 .138 
1.80-2.30 .005 .OO& ,005 .005 
2.30-2.60 .003 .003 .007 .009 

l See paragraph B-2.1 for origin of this data. 
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the eubmerged instrument. Finally, some definite assumption must be made regarding the spectral distri- 
bution of energy eldsting in the sea at the time of the measurement. 

B.2 ESTIMATION OF THE RESPONSE TO UNDERWATER RADIATlON 

The spectral character of the radiation arriving at the surfaces of a submerged gamma detector depends 
upon the character of the radiating sources and also upon the degree to which scattering degrades the ra- 
diation before it arrives at the detector. And since response of a gamma dosimeter is never completely 
independent of photon energy, consideration must be made both of initial photon energy and of scattering 
before a practical calibration of the instrument can be established. 

B.2.1 Estimates of the Source Spectra. Fortunately, estimates of the photon energy spectra of fallout 
material are available from other experiments. Estimated energy spectra supplied by Dr. Scovllle of 
AFSWP were made use of in this report; Table B.l lists these er;t;mated spectra separately for each of 
the first four days. And in the right-hand column is to be found an average of the four spectra. 

Numerical computations were carried out separately with each of the four spectra and the results were 
then averaged; however, it was later realized that the limited accuracy of the experimental measurements 
did not justify this detail and an average spectra might just as well have been assumed at the outset. 

Figure B.l shows the four estimated spectra reduced to histograms. 

B.2.2 Calculations of the-Underwater Dose Spectra Corresponding to the_Assumed Fallout Source Spectra. __. 
The amount by which the emitted radiations degraded by scattering before reaching the submerged gamma 
detector can be determined approximately. Measurements at sea were made under circumstances approx- 
imating the mathematically simple case of a uniform distribution of activity in an infinite body of water. 
This scattering problem has been investigated with the aid of modern computers, and AFSWP Report 502A 
(1954) presents numerical solutions in graphical form. By use of these graphs, the spectrum of energy 
which arrives at any point inside the large scattering medium can be derived from the spectrum of the 
energy emitted from the sources. 

Figure B.2 shows the results when each of the four source spectra of Figure B.l are degraded by scat- 
tering inside the large distributed source. These, therefore, must be taken to be the spectra of the gamma 
ray energy which the submerged instrument must measure. 

These degraded spectra are given again in tabular form in Columms 3. 5, 7. and 9 in Table B.2 where 
their ordinates are labeled D (Ej) consistent with the nomenclature of the AFSWP 502A Report. Table B.2 
will be discussed further in the conclusion of this appendix. 

The intervals appearing in the abscissa of the “dose” spectra of Figure B.2 were chosen arbitrarily for 
convenience in the computations. 

B.2 3 Instrument Response Variation Due to Photon Energy Variation Alone. At the Bureau of Standards 
the instruments were exposed normal to their axes to several radiations; to X-rays corresponding to ef- 
fective potentials of 58, 87, 132, 168, and 222 kev and also to radium and cobalt beams of known intensity. 

only the results for the Mark H instrument will be considered here in any detail. The variation in its 
response to rays normal to its axis is summarized in Figure B.3. It will be noted that the photon energy 
has relatively small influence upon the response to rays normal to the axis unless the photon energy happens 
to be less than about 0.080 Mev. 

B.2.4 Instrument Response Variation Due to Angle of Incidence Alone. The heavy-walled instruments, 
of course, responded differently when the angle of incidence of the rays differed from SO degrees. Figure 

B.4 shows the results of tests on Mark II in the Bureau when the incident angle was varied from 0 degrees 
to 180 degrees; the results f(B) are given as response relative to that response at SO degrees incidence. 

B.2.5 Estimates of 4 Pi Monochromatic Sensitivity. From the data in Figure B.4 it can be determined 
what the effect would be if the radiating source were spread uniformly around the detector. It can be shown 
by use of the experimental values off (0) and by geometrical considerations that the ratio of response to 
a uniform distribution of sources to the response to a concentration of the sources at SO degrees incidence 
will be: 

II 

% J 
f(e) sin 8 de 

0 

Where: e = angle of incidence in radians. 
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.Ol’ 
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Figure B.2 Bistograme of degraded dose epectra. 

MEV 

Table 8.2 Effective Hesponse Sensitivity of Mark II to Estiwtad Fe&out RadiatlofP 

D + 1 Spaotrrm 
D(W) &GJ 

D+2Spectnm D+3 Speotxua D+4Spcotnm 

W:!iU) 
D(U) J D(U) D(W) J D(W) D(U) PJ D(W) 

Effective rmpon" 
to degraded radi~ticm 

.l3 

.ll 

.03 

.04 

:o’: 
.33 
-05 
.a05 
.m3 
.GO2 

3 

0 
.04 

:% 

:Z 
.56 
.lO 
,010 
so6 

-.004 

4 

1.310 

.15 

.15 
-06 
.lO 

:Z 
.25 
.035 
.020 
.@J3 
.002 

5 

0 
.06 
.06 
.15 
.31 
.05 

:Z 
.04 
.006 

-.OO4 

.12 

.22 

.07 

.lO 

.2l 

.02 

.165 
,045 
a65 
.004 
.004 

6 7 

1.130 

0 .16 
.09 .17 

1.1% 

- effective monoahromatic response in jtb intonal - in pL/mr/hr 0JS9Bs) ;;iZj) =degzadod rpeotntn,- fraction of total dose (AFSUP #502A) 
& D(Ej) = effeotlre response to degraded radlatlw la jth interval - tip&/m&r 

l See description in paragraphs B.2.2 and B.2.6 

84 

0 

:Z 
.15 

1% 
.25 
JO 

:% 
-.OlO 

1.4 



w 2.0. 

E$ 
g !$.o 
wa 
a3 r 

I 
0" 

0 1.0 2.0 
EFFECTIVE POTENTIAL OF 
PHOTON ENERGY (MEV) 

Figure B.3 Experimental response of Mark II for rays at SO degrees incidence. 

IS5 Iii0 )is 120 Kk 90 $0 4i i0 
-6-e ANGLE OF INCIDENCE 

(DEGREES) 

Figure B.4 Variation in response of Mark II with angle of incidence,of radiation. 

0 LO 20 
EFFECTIVE POTENTIAL OF 
PHOTON ENERGY (MEW 
Figure B.5 Plot of aata from Table B.4. 
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Table 8.3 Hesponse to Uniform 4 Pi Distribution of Sources Over a Spherical Shell 
helative to the Same Sources Concentrated at a Point at the Same Radius 

and on the Normal to the Instruments~s Axis* 

_._-_-. ~.._~ ._------ 

KCVP** 75.00 100.00 150.00 2oo.oo 250.00 co60 
Effective MLV*** .058 .087 .138 .168 .222 1.20 

Mark I -- .61 .73 -73 .85 --- 

Mark II .53 .64 .73 .79 .79 .90 

Mark III .71 .84 .aa .98 .93 .% 

* 

*it 

s it** 

See paragraph 8.2.5. 

Kilovolt constant potential on the X-ray tube giving the beam. 

The effective photon energy, in terms of absorbtlon in light elements which the Bureau of Standards 
believes exists in these beams. 

Table B.4 Computed Responses of Mark II to Uniformly Distributed Sources of 
Several Different Effective Energies* 

KVCP Effective 90° Res onse Effective Response to 
Potential in pa mr/hr P 

Response to 4 Pi Source 
Relative to Response to Distributed Mono- 

MM 9Q" Incidence chromatio source 

1G :“06 .oa .53 
.68 .64 

150 :;ZZ 1.89 .73 1.38 #I 
200 1.85 .79 n 

,'& 1.200 ,222 1.83 2.10 .79 .W 1.90 ;:z 
II 
11 

* See paragraph 8.2.5 
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Table B.3 summarizes the effect of distribution of sources around each of the underwater instruments. 
Each column relates to a separate heavily-filtered radiation. For each instrument and for each radiation 
are listed the responses corresponding to uniform 4 r distributions of sources relative to the response to 
the same sources concentrated at a point on a line normal to the instruments’ axes. 

It can be seen here that calibration by exposure in one direction only is not sufficient when the fnstru- 
ment is to be used underwater. 

Table B.4 combines the information in Figure B.3 and Table B.3 so as to give the absolute response to 
a distributed source predicted for one particular instrument, Mark II. Response is given in pa/mr/hr of 
each type of test radiation used. 

Figure B.5 is a graphical plot of Table B.4 which will be useful in later computations. The ordinates 
(mj) are the computed responses (in pa/mr/hr) to uniformly distributed sources having photon energies 
listed on the abscissa. The photon energies given are, of course, effective energies since truly monochro- 
matic beams were not available. 

B.2.6 Response of Mark II to Distributed Sources Comprised of Mixed Fallout Materials. An estimate 
now can be made of the Mark II instrument’s response when it is submerged in water contaminated with 
active material having any given spectral character. 

Let mj represent the response to a monoenergetic source component of energy Ej and which is distrib- 
uted uniformly around the detector. The ordinates of Figure B.5 approximate mj defined here. 

Let D(Ej) represent the fractional dose delivered by the J, the component having energy Ej, that is the 
fractional dose delivered by this component per mr/hr of total dose delivered by all components together. 

Then in this nomenclature of the 502A Report, the response of the Mark II instrument to a source both 
distributed in 4 Pi geometry and consisting of a number of constituents differing in photon energy would be 

c= F mj D (Ej) 

in units of pa/mr/hr of total dose. 
Table B.2 shows the final steps in deriving the overall response sensitivity C to fallout material distrib- 

uted in the sea. The value of C is given for each of the four energy spectra of Table B.l. 

It would appear that a mean value of C might safely be accepted here and applied to all Mark Il measure- 
ments made during the cruise, or Cave = 1.21 ua/mr/hr. 

B.2 -7 Derivation of Complete Response Curves for the Instrument Mark If When It is Used Submerged 
in Fallout Contaminants. The single number C is a solitary calibration factor pertaining to the single in- 
strument Mark Il. It is a mean of the estimates of the responses to the four fallout source spectra supplied 
by Scoville; and it strictly pertains only to one part of the instrument’s range as a dosimeter. It can be 
seen in Figure 2.2 that the relationship between pa response on the instrument dial and dosage is not a 
linear one even in connection with hard radium radiation. 

The value of the Factor C given above pertains strictly to the use of the Mark Il instrument near 19 pa 
on its dial simply because the calibration experiments at the U. S. Bureau of Standards described in Figure 
C.3 were carried out at or near this mid-scale reading only. Complete calibration at the Bureau at all 
parts of the instrument’s scale range would have been expensive and was believed unjustified. 

It may be seen on Curve A of Figure 2.2 that 19 na on Mark II dial corresponds to 10.2 mr/hr of radium 
rays, so that at this dose rate the radium calibration factor may be called Cl = 19/10.2 = 1.86 na/mr/hr, 
and by comparison of this with C it can be seen that the instrument calibration made at Site Elmer against 
radium must be increased by the factor C’/C = 1.86/1.X = 1.5, whenever the instrument is used in mixed 
fallout underwater. 

This correction factor was derived for points on the scale near 19 pa, but it would appear suitable for 
approximately correcting the radium calibration curve at all other parts of the scale. This is because 
there is reason to believe the shape of any of the characteristic curves such as seen in Figure 2.2 would 
not be radically different for photon energies effective in fallout radiation. 

The final calibration adopted for the Mark II instrument, therefore, was merely the calibration against 
radium at Site Elmer (solid curves on Figure 2.2) but raised in numerical value everywhere by a factor of 
1.5. That is, the ordinates indicated by the solid curves must be multiplied by 1.5 whenever the instrument 
was submerged in water contaminated by fallout debris. 
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C.l COMPUTATION OF DOSE AT TIiRJZE FEET ELEVATION FROM MEASUREMENTS 
OF DOSE IN WATER 

Wherever possible, the notations of AF8WP 502 wUI be umd. 
Let #t be the submerged instrument’s reading converted tc mr/hr after corrections by use of cslibr~or, 

curves which take into account all corrections for: (1) radiation coming from all angIee, (2) mixed radia- 
tion having the assumed fallout spectrum of energy, and (3) contamination of instrument in the water. ‘Ihen: 

j=i 
&= 1.45 x 1O-6 x 1000 x 3600 c hA (Ej) f(Ej) = mr/h.r 

j=O 
. 

Where: there are several constituent fluxes, f(Ej) each having photon energy Ej and the dose, rate given by 
the same flux to the water will be: 

Dt = c hw (Ej) f(Ej) = Mev/cm’/sec, 

1 

where: hA (Ej)iS the true abSO@iOnCOt?ffiCiCntin air, and h, (El) is the true absorption coefficient in 
water. 

But these coefficiente~are proportional to the number of electrons per cubic centimeter, or numerically 
(Lauritsen AFBIZT, Vol. XXX No. 3, September 1933) from: 

hw (Ej) 860 
-=- 
hA (Ej) 1 

which is approximately independent of energy. 

Dt = 
860 

1.45 x 10d x 1000 x 3600 
$ = 16.5 #t 

when @t is in mr/hr, and Dt is in Mev/cm0/sec. 
But, if sources are distributed uniformly throughout a very large, homogeneous, scattering and absorbing 

volume, considerations of conservation of energy require that the specific rate of emission of energy is 
equal to the speciff c rate of absorption in the medium. So that the emission rate is, at time t and at depth 2, 

12 = J% 

Therefore: 

IE = 16.6 et = Mev/cma/sec 
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hi if the water is uniformly contaminated to the depth 2 centimeters, the tota amount IF of activity !a 
the water column per square centimeters, is 

IF = Zcm I2 

= 16.5 Z,, 4t = Mev/cm’/fiec 

Thie can be imagined to correapqnd to the fallout dellEtity on a smooth. fixed plane, at time t. 
If the fallout has several constituente, the fallout density can be expressed 

And if Pi = the fraction of energy in the ith component 

80 that 

the dose at elevation X due to the ith constituent ia, 

OD 

n& = 
niEihA(Ei I 

1 eVs - 
2 

ds Bf (pc x) = Mev/cf/eec 
8 

-P 

and the total dose in afr is, 

or by eubetltution, the total dose at elevation X is, in Mev/cm’/eec, 

0 

IF c p hA(Ei) 
.- 

1 
f!? ds q (ac x) 

i 
2 / I) 

?X 
or. 

0 

16.5 ZI$ 
c 

-- 
i 

Therefore a do&meter at elevation X above the hypothetIcal plane would read, at time t, and in mflli- 
roentgena per hour, 

et = 1.45 x lo+ (1000) (3600) F YQ$ 

= 52 
F 

nidi 
a= (52) (16.5) Z$t 7 PihA IEi) [e-’ ds Bi (jic xl 

-PX 
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Table C.l Computation of Uose at Three Feet Elevation 
By Method of rU%iJP Heport ,#502A 

1 2 3 4 5 6 

Above Fallout Plane 

7 8 9 10 

EL 

:Z 

.?OO 
1.250 
1.650 
2.05 
2.45 

Pi 

.090 ,428 

:Z 
.069 
.005 
.005 

D;(s;Ei-1 B,b'&i) PC’ -E&d W x(+) (7&J m) @.9)IW 

:% 1.67 1.55 :Z ;:t ::; 2.525 .518 .zslxlo-4 .3WQ.-" .15Oxl0-4 

1% 
1.32 .0091 L.1 
1.23 .0069 ld.3 ::; 

1.810 .35 :gLi 

.160 1.19 .0065 t:: 3:; 
:;3: ::f .123 

.115 
.U3 1.17 .0058 .026 .295 .008 
.130 1.15 .0050 Ii.7 5.4 .032 .280 .009 

summed column (10) = < P;h(Ei)8,~3;E,)~Ei(-~~)] = 1.903 x 10-4 

KxYTosmBcL3 

k - - Effective energy of photon in Uev in the ith component of the *average fallout spoctnme 
of Table B.l 

l$E -) 
- - Fraction of energy contributed by source component I. 

BDb’ ii:, 

- - Fraction of dose scattered from fth component reaching 3 foot elwation. 
- - Dose build up factor, defined = l/l-Cal. (3). 

hIE‘\ - - hue absorbtlon coefficient (in air). 

-WV)- - Exponential integral; x = 100 Cm,/4 for Eis 

1 



DECK 8 INOICATOR 

SAMPUS SENT 
TO 4R 
CWAMBER 

WATER 
SAYPURS 

COMPUTED 

__. _ .-.___ -- 

Figure Cl Schematic of reduction of readings to dose rate (mr/hr) at 3 feet elevation. 

C.2 NUMEXICAL COMPUTATIONS 

The numerica! values of Bi (pc, x), taken from Figure 20 of AFSWP 502A, are listed in Table C. 1 

for each of the seven components of an average activityspectrum that is listed in the right hand column 
of Table B.l. 

Also shown are the tabular values of the exponential integral for the seven energy components corre- 
sponding to the elevation X = 3 feet. 

It is seen from Table C.l the computation based upon average spectrum gives the numerical value of 
the survey, 

- F _-a 
2‘ 

Pj hA (Ei) 
, 

1 % & Bi (pc X) = 1.90 X lo-( 

s -G 
Thus flnally , the dose rate at 3 feet elevation reduces to, 

Bt = (52) (16.5) (1.90 x lo-$ (‘/) Z#t 

= 0.082 Z@t 

where 2 is In centimeters, and Bt and #t are in milliroentgens per hour and when instead Z is in meters, 
@t is in milliroentgens per hour and 8 is in roentgens per hour 

et = 8.2 x 10-s Zl#Jt 

C .S CONCLUSION REGARDING HYPOTHETICAL DOSAGE AT 3 FEET ELEVATION 

The numerical factor just derived, along with the calibration curves discussed in Appendix B permit 
the’ reduction of the raw gamma data (obtained in microamperes) to the desired terms. Figure C .l sche- 

matically summarizes the whole procedure for reducing the underwater measurements to the desired hy- 
pothetical intensity at 3 feet elevation. 

91 - 92 


